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Foreword

Climate Change 2014: Mitigation of Climate Change is the third part
of the Fifth Assessment Report (AR5) of the Intergovernmental Panel
on Climate Change (IPCC)—Climate Change 2013/2014—and was
prepared by its Working Group lIl. The volume provides a comprehen-
sive and transparent assessment of relevant options for mitigating
climate change through limiting or preventing greenhouse gas (GHG)
emissions, as well as activities that reduce their concentrations in the
atmosphere.

This report highlights that despite a growing number of mitigation
policies, GHG emission growth has accelerated over the last decade.
The evidence from hundreds of new mitigation scenarios suggests
that stabilizing temperature increase within the 21t century requires
a fundamental departure from business-as-usual. At the same time, it
shows that a variety of emission pathways exists where the tempera-
ture increase can be limited to below 2°C relative to pre-industrial
level. But this goal is associated with considerable technological, eco-
nomic and institutional challenges. A delay in mitigation efforts or the
limited availability of low carbon technologies further increases these
challenges. Less ambitious mitigation goals such as 2.5°C or 3°C
involve similar challenges, but on a slower timescale. Complementing
these insights, the report provides a comprehensive assessment of the
technical and behavioural mitigation options available in the energy,
transport, buildings, industry and land-use sectors and evaluates policy
options across governance levels from the local to the international
scale.

The findings in this report have considerably enhanced our understand-
ing of the range of mitigation pathways available and their underlying
technological, economic and institutional requirements. The timing of
this report is thus critical, as it can provide crucial information for the
negotiators responsible for concluding a new agreement under the
United Nations Framework Convention on Climate Change in 2015.
The report therefore demands the urgent attention of both policymak-
ers and the general public.

As an intergovernmental body jointly established in 1988 by the
World Meteorological Organization (WMO) and the United Nations
Environment Programme (UNEP), the IPCC has successfully provided
policymakers with the most authoritative and objective scientific and
technical assessments, which are clearly policy relevant without being
policy prescriptive. Beginning in 1990, this series of IPCC Assessment
Reports, Special Reports, Technical Papers, Methodology Reports and
other products have become standard works of reference.

This Working Group Ill assessment was made possible thanks to the
commitment and dedication of many hundreds of experts, represent-
ing a wide range of regions and scientific disciplines. WMO and UNEP
are proud that so many of the experts belong to their communities and
networks.
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Preface

The Working Group Il contribution to the Fifth Assessment Report
(AR5) of the Intergovernmental Panel on Climate Change (IPCC) pro-
vides a comprehensive and transparent assessment of the scientific lit-
erature on climate change mitigation. It builds upon the Working Group
Il contribution to the IPCC's Fourth Assessment Report (AR4) in 2007,
the Special Report on Renewable Energy Sources and Climate Change
Mitigation (SRREN) in 2011 and previous reports and incorporates
subsequent new findings and research. The report assesses mitigation
options at different levels of governance and in different economic sec-
tors. It evaluates the societal implications of different mitigation poli-
cies, but does not recommend any particular option for mitigation.

Approach to the assessment

The Working Group Ill contribution to the AR5 explores the solution
space of climate change mitigation drawing on experience and expec-
tations for the future. This exploration is based on a comprehensive
and transparent assessment of the scientific, technical, and socio-eco-
nomic literature on the mitigation of climate change.

The intent of the report is to facilitate an integrated and inclusive
deliberation of alternative climate policy goals and the different pos-
sible means to achieve them (e.g., technologies, policies, institutional
settings). It does so through informing the policymakers and general
public about the practical implications of alternative policy options,
i.e., their associated costs and benefits, risks and trade-offs.

During the AR5 cycle, the role of the Working Group Il scientists was
akin to that of a cartographer: they mapped out different pathways
within the solution space and assessed potential practical consequences
and trade-offs; at the same time, they clearly marked implicit value
assumptions and uncertainties. Consequently, this report may now be
used by policymakers like a map for navigating the widely unknown ter-
ritory of climate policy. Instead of providing recommendations for how
to solve the complex policy problems, the report offers relevant informa-
tion that enables policymakers to assess alternative mitigation options.

There are four major pillars to this cartography exercise:

Exploration of alternative climate policy goals: The report lays out
the technological, economic and institutional requirements for stabiliz-
ing global mean temperature increases at different levels. It informs
decision makers about the costs and benefits, risks and opportunities
of these, acknowledging the fact that often more than one path can
lead to a given policy goal.

Transparency over value judgments: The decision which mitigation
path to take is influenced by a series of sometimes disputed norma-
tive choices which relate to the long-term stabilization goal itself, the
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weighing of other social priorities and the policies for achieving the
goal. Facts are often inextricably interlinked with values and there is
no purely scientific resolution of value dissent. What an assessment
can do to support a rational public debate about value conflicts is to
make implicit value judgments and ethical viewpoints as transparent
as possible. Moreover, controversial policy goals and related ethical
standpoints should be discussed in the context of the required means
to reach these goals, in particular their possible consequences and
side-effects. The potential for adverse side-effects of mitigation actions
therefore requires an iterative assessment approach.

Multiple objectives in the context of sustainable development
and equity: A comprehensive exploration of the solution space in the
field of climate change mitigation recognizes that mitigation itself will
only be one objective among others for decision makers. Decision mak-
ers may be interested in pursuing a broader concept of well-being. This
broader concept also involves the sharing of limited resources within
and across countries as well as across generations. Climate change
mitigation is discussed here as a multi-objective problem embedded in
a broader sustainable development and equity context.

Risk management: Climate change mitigation can be framed as
a risk management exercise. It may provide large opportunities to
humankind, but will also be associated with risks and uncertainties.
Some of those may be of a fundamental nature and cannot be easily
reduced or managed. It is therefore a basic requirement for a scientific
assessment to communicate these uncertainties, wherever possible,
both in their quantitative and qualitative dimension.

Scope of the report

During the process of scoping and approving the outline of the Work-
ing Group Il contribution to the AR5, the IPCC focused on those
aspects of the current understanding of the science of climate change
mitigation that were judged to be most relevant to policymakers.

Working Group IIl included an extended framing section to provide
full transparency over the concepts and methods used throughout the
report, highlighting their underlying value judgments. This includes an
improved treatment of risks and risk perception, uncertainties, ethical
questions as well as sustainable development.

The exploration of the solution space for climate change mitigation
starts from a new set of baseline and mitigation scenarios. The entire
scenario set for the first time provides fully consistent information on
radiative forcing and temperature in broad agreement with the infor-
mation provided in the Working Group | contribution to the AR5. The
United Nations Framework Convention on Climate Change requested
the IPCC to provide relevant scientific evidence for reviewing the 2 °C
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goal as well as a potential 1.5 °C goal. Compared to the AR4 the
report therefore assesses a large number of low stabilization scenarios
broadly consistent with the 2 °C goal. It includes policy scenarios that
investigate the impacts of delayed and fragmented international miti-
gation efforts and of restricted mitigation technologies portfolios on
achieving specific mitigation goals and associated costs.

The WGIII contribution to the AR5 features several new elements. A full
chapter is devoted to human settlements and infrastructures. Gover-
nance structures for the design of mitigation policies are discussed on
the global, regional, national and sub-national level. The report closes
with a novel chapter about investment needs and finance.

Structure of the report

The Working Group Il contribution to the Fifth Assessment report is
comprised of four parts:

Part I: Introduction (Chapter 1)

Part II: Framing Issues (Chapters 2-4)

Part Ill: Pathways for Mitigating Climate Change (Chapters 5-12)

Part IV: Assessment of Policies, Institutions and Finance (Chapters
13-16)

Part | provides an introduction to the Working Group Il contribution
and sets the stage for the subsequent chapters. It describes the ‘Lessons
learned since AR4" and the ‘New challenges for AR5'. It gives a brief over-
view of 'Historical, current and future trends’ regarding GHG emissions
and discusses the issues involved in climate change response policies
including the ultimate objective of the UNFCCC (Article 2) and the human
dimensions of climate change (including sustainable development).

Part Il deals with framing issues that provide transparency over method-
ological foundations and underlying concepts including the relevant value
judgments for the detailed assessment of climate change mitigation poli-
cies and measures in the subsequent parts. Each chapter addresses key
overarching issues (Chapter 2: Integrated Risk and Uncertainty Assess-
ment of Climate Change Response Policies; Chapter 3: Social, Economic
and Ethical Concepts and Methods; Chapter 4: Sustainable Development
and Equity) and acts as a reference point for subsequent chapters.

Part Il provides an integrated assessment of possible mitigation path-
ways and the respective sectoral contributions and implications. It
combines cross-sectoral and sectoral information on long-term miti-
gation pathways and short- to mid-term mitigation options in major
economic sectors. Chapter 5 (Drivers, Trends and Mitigation) provides
the context for the subsequent chapters by outlining global trends in
stocks and flows of greenhouse gases (GHGs) and short-lived climate
pollutants by means of different accounting methods that provide
complementary perspectives on the past. It also discusses emissions
drivers, which informs the assessment of how GHG emissions have
historically developed. Chapter 6 (Assessing Transformation Pathways)

analyses 1200 new scenarios generated by 31 modelling teams around
the world to explore the economic, technological and institutional
prerequisites and implications of mitigation pathways with different
levels of ambition. The sectoral chapters (Chapter 7-11) and Chapter
12 (Human Settlements, Infrastructure and Spatial Planning) provide
information on the different mitigation options across energy systems,
transport, buildings, industry, agriculture, forestry and other land use
as well as options specific to human settlements and infrastructure,
including the possible co-benefits, adverse side-effects and costs that
may be associated with each of these options. Pathways described in
Chapter 6 are discussed in a sector-specific context.

Part IV assesses policies across governance scales. Beginning with inter-
national cooperation (Chapter 13), it proceeds to the regional (Chap-
ter 14), national and sub-national levels Chapter 15) before concluding
with a chapter that assesses cross-cutting investment and financing
issues (Chapter 16). It reviews experience with climate change miti-
gation policies — both the policies themselves and the interactions
among policies across sectors and scales — to provide insights to poli-
cymakers on the structure of policies which best fulfill evaluation crite-
ria such as environmental and economic effectiveness, and others.

The assessment process

This Working Group Il contribution to the AR5 represents the com-
bined efforts of hundreds of leading experts in the field of climate
change mitigation and has been prepared in accordance with the rules
and procedures established by the IPCC. A scoping meeting for the
AR5 was held in July 2009 and the outlines for the contributions of the
three Working Groups were approved at the 315t Session of the Panel
in November 2009. Governments and IPCC observer organizations
nominated experts for the author teams. The team of 235 Coordinating
Lead Authors and Lead Authors plus 38 Review Editors selected by the
Working Group Ill Bureau, was accepted at the 41 Session of the IPCC
Bureau in May 2010. More than 170 Contributing Authors provided
draft text and information to the author teams at their request. Drafts
prepared by the authors were subject to two rounds of formal review
and revision followed by a final round of government comments on the
Summary for Policymakers. More than 38,000 written comments were
submitted by more than 800 expert reviewers and 37 governments.
The Review Editors for each chapter monitored the review process to
ensure that all substantive review comments received appropriate con-
sideration. The Summary for Policymakers was approved line-by-line
and the underlying chapters were then accepted at the 12% Session of
IPCC Working Group Il from 7-11 April 2014 in Berlin.
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We dedicate this report to the memory of Elinor Ostrom, Professor of Political Science at Indiana University and Nobel Laureate in Eco-
nomics. Her work provided a fundamental contribution to the understanding of collective action, trust, and cooperation in the manage-
ment of common pool resources, including the atmosphere. She launched a research agenda that has encouraged scientists to explore
how a variety of overlapping policies at city, national, regional, and international levels can enable humankind to manage the climate
problem. The assessment of climate change mitigation across different levels of governance, sectors and regions has been a new focus of
the Working Group lll contribution to AR5. We have benefited greatly from the vision and intellectual leadership of Elinor Ostrom.
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Luxin Huang contributed to Chapter 12 on Human Settlements, Infrastructure and Spatial Planning. During this time, he was the director of the

Department of International Cooperation and Development at the China Academy of Urban Planning and Design (CAUPD) in Beijing, China,
where he worked for 27 years. The untimely death of Luxin Huang at the young age of 48 has left the Intergovernmental Panel on Climate
Change (IPCC) with great sorrow.

Lee Schipper was a leading scientist in the field of transport, energy and the environment. He was looking forward to his role as review editor
for the Transport chapter when he passed away at the age of 64. Schipper had been intimately involved with the IPCC for many years, having
contributed as a Lead Author to the IPCC's Second Assessment Report's chapter on Mitigation Options in the Transportation Sector. The IPCC
misses his great expertise and guidance, as well as his humorous and musical contributions.

Both researchers were dedicated contributors to the IPCC assessment process. Their passing represents a deep loss for the international scien-
tific community. Luxin Huang and Lee Schipper are dearly remembered by the authors and members of the IPCC Working Group III.
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SPM.2

Introduction

The Working Group Il contribution to the IPCC's Fifth Assessment Report (AR5) assesses literature on the scientific,
technological, environmental, economic and social aspects of mitigation of climate change. It builds upon the Working
Group Il contribution to the IPCC's Fourth Assessment Report (AR4), the Special Report on Renewable Energy Sources
and Climate Change Mitigation (SRREN) and previous reports and incorporates subsequent new findings and research.
The report also assesses mitigation options at different levels of governance and in different economic sectors, and the
societal implications of different mitigation policies, but does not recommend any particular option for mitigation.

This Summary for Policymakers (SPM) follows the structure of the Working Group IIl report. The narrative is supported
by a series of highlighted conclusions which, taken together, provide a concise summary. The basis for the SPM can be
found in the chapter sections of the underlying report and in the Technical Summary (TS). References to these are given
in square brackets.

The degree of certainty in findings in this assessment, as in the reports of all three Working Groups, is based on the
author teams' evaluations of underlying scientific understanding and is expressed as a qualitative level of confidence
(from very low to very high) and, when possible, probabilistically with a quantified likelihood (from exceptionally unlikely
to virtually certain). Confidence in the validity of a finding is based on the type, amount, quality, and consistency of
evidence (e.g., data, mechanistic understanding, theory, models, expert judgment) and the degree of agreement.’
Probabilistic estimates of quantified measures of uncertainty in a finding are based on statistical analysis of observations
or model results, or both, and expert judgment.2 Where appropriate, findings are also formulated as statements of fact
without using uncertainty qualifiers. Within paragraphs of this summary, the confidence, evidence, and agreement terms
given for a bolded finding apply to subsequent statements in the paragraph, unless additional terms are provided.

Approaches to climate change mitigation

Mitigation is a human intervention to reduce the sources or enhance the sinks of greenhouse gases. Mitiga-
tion, together with adaptation to climate change, contributes to the objective expressed in Article 2 of the United Nations
Framework Convention on Climate Change (UNFCCC):

The ultimate objective of this Convention and any related legal instruments that the Conference of the Parties may
adopt is to achieve, in accordance with the relevant provisions of the Convention, stabilization of greenhouse gas
concentrations in the atmosphere at a level that would prevent dangerous anthropogenic interference with the
climate system. Such a level should be achieved within a time frame sufficient to allow ecosystems to adapt natu-
rally to climate change, to ensure that food production is not threatened and to enable economic development to
proceed in a sustainable manner.

Climate policies can be informed by the findings of science, and systematic methods from other disciplines. [1.2, 2.4, 2.5,
Box 3.1]

The following summary terms are used to describe the available evidence: limited, medium, or robust; and for the degree of agreement: low,
medium, or high. A level of confidence is expressed using five qualifiers: very low, low, medium, high, and very high, and typeset in italics, e.g.,
medium confidence. For a given evidence and agreement statement, different confidence levels can be assigned, but increasing levels of evidence
and degrees of agreement are correlated with increasing confidence. For more details, please refer to the guidance note for Lead Authors of the
IPCC Fifth Assessment Report on consistent treatment of uncertainties.

2 The following terms have been used to indicate the assessed likelihood of an outcome or a result: virtually certain 99—100 % probability, very
likely 90—100 %, likely 66—100 %, about as likely as not 33—66 %, unlikely 0—-33 %, very unlikely 0—10 %, exceptionally unlikely 0—1%. Addi-
tional terms (more likely than not >50-100 %, and more unlikely than likely 0—<50 %) may also be used when appropriate. Assessed likelihood
is typeset in italics, e.q., very likely.



Sustainable development and equity provide a basis for assessing climate policies and highlight the need for
addressing the risks of climate change.? Limiting the effects of climate change is necessary to achieve sustainable
development and equity, including poverty eradication. At the same time, some mitigation efforts could undermine action
on the right to promote sustainable development, and on the achievement of poverty eradication and equity. Conse-
quently, a comprehensive assessment of climate policies involves going beyond a focus on mitigation and adaptation
policies alone to examine development pathways more broadly, along with their determinants. [4.2, 4.3, 4.4, 4.5, 4.6, 4.8]

Effective mitigation will not be achieved if individual agents advance their own interests independently.
Climate change has the characteristics of a collective action problem at the global scale, because most greenhouse

gases (GHGs) accumulate over time and mix globally, and emissions by any agent (e.g., individual, community, company,
country) affect other agents.* International cooperation is therefore required to effectively mitigate GHG emissions and
address other climate change issues [1.2.4, 2.6.4, 3.2, 4.2, 13.2, 13.3]. Furthermore, research and development in support
of mitigation creates knowledge spillovers. International cooperation can play a constructive role in the development, dif-
fusion and transfer of knowledge and environmentally sound technologies [1.4.4, 3.11.6, 11.8, 13.9, 14.4.3].

Issues of equity, justice, and fairness arise with respect to mitigation and adaptation.> Countries’ past and
future contributions to the accumulation of GHGs in the atmosphere are different, and countries also face varying chal-
lenges and circumstances, and have different capacities to address mitigation and adaptation. The evidence suggests that
outcomes seen as equitable can lead to more effective cooperation. [3.10, 4.2.2, 4.6.2]

Many areas of climate policy-making involve value judgements and ethical considerations. These areas range
from the question of how much mitigation is needed to prevent dangerous interference with the climate system to
choices among specific policies for mitigation or adaptation [3.1, 3.2]. Social, economic and ethical analyses may be
used to inform value judgements and may take into account values of various sorts, including human wellbeing, cultural
values and non-human values [3.4, 3.10].

Among other methods, economic evaluation is commonly used to inform climate policy design. Practical tools
for economic assessment include cost-benefit analysis, cost-effectiveness analysis, multi-criteria analysis and expected
utility theory [2.5]. The limitations of these tools are well-documented [3.5]. Ethical theories based on social welfare
functions imply that distributional weights, which take account of the different value of money to different people, should
be applied to monetary measures of benefits and harms [3.6.1, Box TS.2]. Whereas distributional weighting has not
frequently been applied for comparing the effects of climate policies on different people at a single time, it is standard
practice, in the form of discounting, for comparing the effects at different times [3.6.2].

Climate policy intersects with other societal goals creating the possibility of co-benefits or adverse side-
effects. These intersections, if well-managed, can strengthen the basis for undertaking climate action. Mitiga-
tion and adaptation can positively or negatively influence the achievement of other societal goals, such as those related
to human health, food security, biodiversity, local environmental quality, energy access, livelihoods, and equitable sus-
tainable development; and vice versa, policies toward other societal goals can influence the achievement of mitigation
and adaptation objectives [4.2, 4.3, 4.4, 4.5, 4.6, 4.8]. These influences can be substantial, although sometimes difficult
to quantify, especially in welfare terms [3.6.3]. This multi-objective perspective is important in part because it helps to
identify areas where support for policies that advance multiple goals will be robust [1.2.1, 4.2, 4.8, 6.6.1].

3 See WGII AR5 SPM.

4 Inthe social sciences this is referred to as a ‘global commons problem’. As this expression is used in the social sciences, it has no specific implica-
tions for legal arrangements or for particular criteria regarding effort-sharing.

> See FAQ 3.2 for clarification of these concepts. The philosophical literature on justice and other literature can illuminate these issues [3.2, 3.3, 4.6.2].
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Climate policy may be informed by a consideration of a diverse array of risks and uncertainties, some of
which are difficult to measure, notably events that are of low probability but which would have a significant
impact if they occur. Since AR4, the scientific literature has examined risks related to climate change, adaptation,

and mitigation strategies. Accurately estimating the benefits of mitigation takes into account the full range of possible
impacts of climate change, including those with high consequences but a low probability of occurrence. The benefits of
mitigation may otherwise be underestimated (high confidence) [2.5, 2.6, Box 3.9]. The choice of mitigation actions is also
influenced by uncertainties in many socio-economic variables, including the rate of economic growth and the evolution
of technology (high confidence) [2.6, 6.3].

The design of climate policy is influenced by how individuals and organizations perceive risks and uncertain-
ties and take them into account. People often utilize simplified decision rules such as a preference for the status quo.
Individuals and organizations differ in their degree of risk aversion and the relative importance placed on near-term
versus long-term ramifications of specific actions [2.4]. With the help of formal methods, policy design can be improved
by taking into account risks and uncertainties in natural, socio-economic, and technological systems as well as decision
processes, perceptions, values and wealth [2.5].

Trends in stocks and flows of greenhouse gases
and their drivers

Total anthropogenic GHG emissions have continued to increase over 1970 to 2010 with larger absolute decadal
increases toward the end of this period (high confidence). Despite a growing number of climate change mitigation poli-
cies, annual GHG emissions grew on average by 1.0 gigatonne carbon dioxide equivalent (GtCO,eq) (2.2 %) per year from
2000 to 2010 compared to 0.4 GtCO,eq (1.3 %) per year from 1970 to 2000 (Figure SPM.1).5” Total anthropogenic GHG
emissions were the highest in human history from 2000 to 2010 and reached 49 (+4.5) GtCO,eq/yr in 2010. The global
economic crisis 2007/2008 only temporarily reduced emissions. [1.3, 5.2, 13.3, 15.2.2, Box TS.5, Figure 15.1]

CO, emissions from fossil fuel combustion and industrial processes contributed about 78 % of the total GHG
emission increase from 1970 to 2010, with a similar percentage contribution for the period 2000-2010

(high confidence). Fossil fuel-related CO, emissions reached 32 (+2.7) GtCO,/yr, in 2010, and grew further by about

3% between 2010 and 2011 and by about 1-2 % between 2011 and 2012. Of the 49 (+4.5) GtCO,eq/yr in total
anthropogenic GHG emissions in 2010, CO, remains the major anthropogenic GHG accounting for 76 % (38+3.8
GtCO,eq/yr) of total anthropogenic GHG emissions in 2010. 16 % (7.8+1.6 GtCO,eq/yr) come from methane (CH,), 6.2 %
(3.1+1.9 GtCO,eq/yr) from nitrous oxide (N,0), and 2.0 % (1.0+0.2 GtCO,eq/yr) from fluorinated gases (Figure SPM.1).
Annually, since 1970, about 25 % of anthropogenic GHG emissions have been in the form of non-CO, gases.? [1.2, 5.2]

¢ Throughout the SPM, emissions of GHGs are weighed by Global Warming Potentials with a 100-year time horizon (GWP,,) from the IPCC Second
Assessment Report. All metrics have limitations and uncertainties in assessing consequences of different emissions. [3.9.6, Box TS.5,
Annex 1.9, WGI SPM]

7 In this SPM, uncertainty in historic GHG emission data is reported using 90 % uncertainty intervals unless otherwise stated. GHG emission levels
are rounded to two significant digits throughout this document; as a consequence, small differences in sums due to rounding may occur.

& In this report, data on non-CO, GHGs, including fluorinated gases, are taken from the EDGAR database (Annex 11.9), which covers substances
included in the Kyoto Protocol in its first commitment period.
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Total Annual Anthropogenic GHG Emissions by Groups of Gases 1970-2010
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Figure SPM.1] Total annual anthropogenic GHG emissions (GtCO,eq/yr) by groups of gases 1970-2010: CO, from fossil fuel combustion and industrial processes; CO, from
Forestry and Other Land Use (FOLU); methane (CH,); nitrous oxide (N,0); fluorinated gases® covered under the Kyoto Protocol (F-gases). At the right side of the figure GHG emis-
sions in 2010 are shown again broken down into these components with the associated uncertainties (90 % confidence interval) indicated by the error bars. Total anthropogenic
GHG emissions uncertainties are derived from the individual gas estimates as described in Chapter 5 [5.2.3.6]. Global CO, emissions from fossil fuel combustion are known within
8% uncertainty (90 % confidence interval). CO, emissions from FOLU have very large uncertainties attached in the order of 50 %. Uncertainty for global emissions of CH,, N,0
and the F-gases has been estimated as 20 %, 60 % and 20 %, respectively. 2010 was the most recent year for which emission statistics on all gases as well as assessment of
uncertainties were essentially complete at the time of data cut-off for this report. Emissions are converted into CO,-equivalents based on GWP, ¢ from the IPCC Second Assessment
Report. The emission data from FOLU represents land-based CO, emissions from forest fires, peat fires and peat decay that approximate to net CO, flux from FOLU as described in
Chapter 11 of this report. Average annual growth rate over different periods is highlighted with the brackets. [Figure 1.3, Figure TS.1]

About half of cumulative anthropogenic CO, emissions between 1750 and 2010 have occurred in the last 40
years (high confidence). In 1970, cumulative CO, emissions from fossil fuel combustion, cement production and flaring
since 1750 were 420+35 GtCO,; in 2010, that cumulative total had tripled to 1300+110 GtCO,. Cumulative CO, emissions
from Forestry and Other Land Use (FOLU)® since 1750 increased from 490+180 GtCO, in 1970 to 680+300 GtCO, in 2010.
[5.2]

Annual anthropogenic GHG emissions have increased by 10 GtCO,eq between 2000 and 2010, with this
increase directly coming from energy supply (47 %), industry (30 %), transport (11 %) and buildings (3 %)
sectors (medium confidence). Accounting for indirect emissions raises the contributions of the buildings and
industry sectors (high confidence). Since 2000, GHG emissions have been growing in all sectors, except AFOLU. Of the
49 (x4.5) GtCO,eq emissions in 2010, 35 % (17 GtCO,eq) of GHG emissions were released in the energy supply sector,

% Forestry and Other Land Use (FOLU)—also referred to as LULUCF (Land Use, Land-Use Change, and Forestry)—is the subset of Agriculture,
Forestry and Other Land Use (AFOLU) emissions and removals of GHGs related to direct human-induced land use, land-use change and forestry
activities excluding agricultural emissions and removals (see WGIII AR5 Glossary).




24% (12 GtCO,eq, net emissions) in AFOLU, 21 % (10 GtCO,eq) in industry, 14 % (7.0 GtCO,eq) in transport and 6.4 %
(3.2 GtCO,eq) in buildings. When emissions from electricity and heat production are attributed to the sectors that use
the final energy (i. e. indirect emissions), the shares of the industry and buildings sectors in global GHG emissions are
increased to 31 % and 19 %/, respectively (Figure SPM.2). [7.3, 8.2, 9.2, 10.3, 11.2]

Globally, economic and population growth continue to be the most important drivers of increases in CO,
emissions from fossil fuel combustion. The contribution of population growth between 2000 and 2010
remained roughly identical to the previous three decades, while the contribution of economic growth has
risen sharply (high confidence). Between 2000 and 2010, both drivers outpaced emission reductions from improve-
ments in energy intensity (Figure SPM.3). Increased use of coal relative to other energy sources has reversed the
long-standing trend of gradual decarbonization of the world's energy supply. [1.3,5.3, 7.2, 14.3,75.2.2]

Without additional efforts to reduce GHG emissions beyond those in place today, emissions growth is
expected to persist driven by growth in global population and economic activities. Baseline scenarios, those
without additional mitigation, result in global mean surface temperature increases in 2100 from 3.7 °C to

4.8 °C compared to pre-industrial levels' (range based on median climate response; the range is 2.5°C to
7.8°C when including climate uncertainty, see Table SPM.1)"" (high confidence). The emission scenarios collected for
this assessment represent full radiative forcing including GHGs, tropospheric 0zone, aerosols and albedo change. Baseline
scenarios (scenarios without explicit additional efforts to constrain emissions) exceed 450 parts per million (ppm) CO,eq
by 2030 and reach CO,eq concentration levels between 750 and more than 1300 ppm CO,eq by 2100. This is similar to
the range in atmospheric concentration levels between the RCP 6.0 and RCP 8.5 pathways in 2100."? For comparison, the
CO,eq concentration in 2011 is estimated to be 430 ppm (uncertainty range 340-520 ppm).'? [6.3, Box TS.6; WGI Figure
SPM.5, WGl 8.5, WGl 12.3]

10 Based on the longest global surface temperature dataset available, the observed change between the average of the period 1850—1900 and of
the AR5 reference period (1986—2005) is 0.61°C (5-95 % confidence interval: 0.55—0.67 °C) [WGI SPM.E], which is used here as an approxi-
mation of the change in global mean surface temperature since pre-industrial times, referred to as the period before 1750.

" The climate uncertainty reflects the 5th to 95th percentile of climate model calculations described in Table SPM.1.

12 For the purpose of this assessment, roughly 300 baseline scenarios and 900 mitigation scenarios were collected through an open call from
integrated modelling teams around the world. These scenarios are complementary to the Representative Concentration Pathways (RCPs, see
WGIII AR5 Glossary). The RCPs are identified by their approximate total radiative forcing in year 2100 relative to 1750: 2.6 Watts per square meter
(W/m?) for RCP2.6, 4.5 W/m? for RCP4.5, 6.0 W/m? for RCP6.0, and 8.5 W /m? for RCP8.5. The scenarios collected for this assessment span a
slightly broader range of concentrations in the year 2100 than the four RCPs.

3 This is based on the assessment of total anthropogenic radiative forcing for 2011 relative to 1750 in WGl, i.e. 2.3 W/m?, uncertainty range 1.1 to
3.3 W/mZ [WGI Figure SPM.5, WGI 8.5, WGI 12.3]
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Figure SPM.2| Total anthropogenic GHG emissions (GtCO,eq/yr) by economic sectors. Inner circle shows direct GHG emission shares (in % of total anthropogenic GHG emissions)
of five economic sectors in 2010. Pull-out shows how indirect CO, emission shares (in % of total anthropogenic GHG emissions) from electricity and heat production are attributed
to sectors of final energy use. ‘Other Energy’ refers to all GHG emission sources in the energy sector as defined in Annex Il other than electricity and heat production [A.I1.9.1]. The
emissions data from Agriculture, Forestry and Other Land Use (AFOLU) includes land-based CO, emissions from forest fires, peat fires and peat decay that approximate to net CO,
flux from the Forestry and Other Land Use (FOLU) sub-sector as described in Chapter 11 of this report. Emissions are converted into CO,-equivalents based on GWP,,° from the
IPCC Second Assessment Report. Sector definitions are provided in Annex 11.9. [Figure 1.3a, Figure TS.3 upper panel]

Decomposition of the Change in Total Annual CO, Emissions from Fossil Fuel Combustion by Decade
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Figure SPM.3| Decomposition of the change in total annual CO, emissions from fossil fuel combustion by decade and four driving factors: population, income (GDP) per capita,
energy intensity of GDP and carbon intensity of energy. The bar segments show the changes associated with each factor alone, holding the respective other factors constant. Total
emissions changes are indicated by a triangle. The change in emissions over each decade is measured in gigatonnes of CO, per year [GtCO,/yr]; income is converted into common
units using purchasing power parities. [Figure 1.7]
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Mitigation pathways and measures in the context
of sustainable development

Long-term mitigation pathways

There are multiple scenarios with a range of technological and behavioral options, with different characteristics
and implications for sustainable development, that are consistent with different levels of mitigation. For this
assessment, about 900 mitigation scenarios have been collected in a database based on published integrated models.™ This
range spans atmospheric concentration levels in 2100 from 430 ppm CO,eq to above 720 ppm CO,eq, which is comparable
to the 2100 forcing levels between RCP 2.6 and RCP 6.0. Scenarios outside this range were also assessed including some
scenarios with concentrations in 2100 below 430 ppm CO,eq (for a discussion of these scenarios see below). The mitigation
scenarios involve a wide range of technological, socioeconomic, and institutional trajectories, but uncertainties and model
limitations exist and developments outside this range are possible (Figure SPM.4, upper panel).

[6.1,6.2,6.3,T5.3.1, Box TS.6]

Mitigation scenarios in which it is likely that the temperature change caused by anthropogenic GHG emis-
sions can be kept to less than 2 °C relative to pre-industrial levels are characterized by atmospheric concen-
trations in 2100 of about 450 ppm CO,eq (high confidence). Mitigation scenarios reaching concentration levels of
about 500 ppm CO,eq by 2100 are more likely than not to limit temperature change to less than 2 °C relative to
pre-industrial levels, unless they temporarily ‘overshoot’ concentration levels of roughly 530 ppm CO,eq before 2100, in
which case they are about as likely as not to achieve that goal.' Scenarios that reach 530 to 650 ppm CO,eq concentra-
tions by 2100 are more unlikely than likely to keep temperature change below 2 °C relative to pre-industrial levels.
Scenarios that exceed about 650 ppm CO,eq by 2100 are unlikely to limit temperature change to below 2 °C relative to
pre-industrial levels. Mitigation scenarios in which temperature increase is more likely than not to be less than 1.5°C
relative to pre-industrial levels by 2100 are characterized by concentrations in 2100 of below 430 ppm CO,eq. Tempera-
ture peaks during the century and then declines in these scenarios. Probability statements regarding other levels of
temperature change can be made with reference to Table SPM.1. [6.3, Box TS.6]

Scenarios reaching atmospheric concentration levels of about 450 ppm CO,eq by 2100 (consistent with a
likely chance to keep temperature change below 2 °C relative to pre-industrial levels) include substantial cuts
in anthropogenic GHG emissions by mid-century through large-scale changes in energy systems and poten-
tially land use (high confidence). Scenarios reaching these concentrations by 2100 are characterized by lower global
GHG emissions in 2050 than in 2010, 40 % to 70 % lower globally,'® and emissions levels near zero GtCO,eq or below in

* The long-term scenarios assessed in WGIII were generated primarily by large-scale, integrated models that project many key characteristics of
mitigation pathways to mid-century and beyond. These models link many important human systems (e.g., energy, agriculture and land use,
economy) with physical processes associated with climate change (e.g., the carbon cycle). The models approximate cost-effective solutions that
minimize the aggregate economic costs of achieving mitigation outcomes, unless they are specifically constrained to behave otherwise. They are
simplified, stylized representations of highly-complex, real-world processes, and the scenarios they produce are based on uncertain projections
about key events and drivers over often century-long timescales. Simplifications and differences in assumptions are the reason why output gen-
erated from different models, or versions of the same model, can differ, and projections from all models can differ considerably from the reality
that unfolds. [Box TS.7, 6.2]

5 Mitigation scenarios, including those reaching 2100 concentrations as high as or higher than about 550 ppm CO,eq, can temporarily ‘overshoot’
atmospheric CO,eq concentration levels before descending to lower levels later. Such concentration overshoot involves less mitigation in the near
term with more rapid and deeper emissions reductions in the long run. Overshoot increases the probability of exceeding any given temperature
goal. [6.3, Table SPM.1]

16 This range differs from the range provided for a similar concentration category in AR4 (50 %—85 % lower than 2000 for CO, only). Reasons for
this difference include that this report has assessed a substantially larger number of scenarios than in AR4 and looks at all GHGs. In addition, a
large proportion of the new scenarios include Carbon Dioxide Removal (CDR) technologies (see below). Other factors include the use of 2100
concentration levels instead of stabilization levels and the shift in reference year from 2000 to 2010. Scenarios with higher emissions in 2050 are
characterized by a greater reliance on CDR technologies beyond mid-century.
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GHG Emission Pathways 2000-2100: All AR5 Scenarios
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Figure SPM.4| Pathways of global GHG emissions (GtCO,eq/yr) in baseline and mitigation scenarios for different long-term concentration levels (upper panel) [Figure 6.7] and
associated upscaling requirements of low-carbon energy (% of primary energy) for 2030, 2050 and 2100 compared to 2010 levels in mitigation scenarios (lower panel) [Figure
7.16]. The lower panel excludes scenarios with limited technology availability and exogenous carbon price trajectories. For definitions of CO,-equivalent emissions and CO,-equiva-
lent concentrations see the WGIII AR5 Glossary.
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2100. In scenarios reaching about 500 ppm CO,eq by 2100, 2050 emissions levels are 25 % to 55 % lower than in 2010
globally. In scenarios reaching about 550 ppm CO,eq, emissions in 2050 are from 5% above 2010 levels to 45 % below
2010 levels globally (Table SPM.1). At the global level, scenarios reaching about 450 ppm CO,eq are also characterized
by more rapid improvements in energy efficiency and a tripling to nearly a quadrupling of the share of zero- and low-
carbon energy supply from renewables, nuclear energy and fossil energy with carbon dioxide capture and storage (CCS),
or bioenergy with CCS (BECCS) by the year 2050 (Figure SPM.4, lower panel). These scenarios describe a wide range of
changes in land use, reflecting different assumptions about the scale of bioenergy production, afforestation, and reduced
deforestation. All of these emissions, energy, and land-use changes vary across regions.'” Scenarios reaching higher
concentrations include similar changes, but on a slower timescale. On the other hand, scenarios reaching lower concen-
trations require these changes on a faster timescale. [6.3, 7.11]

Mitigation scenarios reaching about 450 ppm CO,eq in 2100 typically involve temporary overshoot of
atmospheric concentrations, as do many scenarios reaching about 500 ppm to about 550 ppm CO,eq in 2100.
Depending on the level of the overshoot, overshoot scenarios typically rely on the availability and wide-
spread deployment of BECCS and afforestation in the second half of the century. The availability and scale of
these and other Carbon Dioxide Removal (CDR) technologies and methods are uncertain and CDR technolo-
gies and methods are, to varying degrees, associated with challenges and risks (high confidence) (see Section
SPM.4.2)."® CDR is also prevalent in many scenarios without overshoot to compensate for residual emissions from sectors
where mitigation is more expensive. There is uncertainty about the potential for large-scale deployment of BECCS, large-
scale afforestation, and other CDR technologies and methods. [2.6, 6.3, 6.9.1, Figure 6.7, 7.11, 11.13]

Estimated global GHG emissions levels in 2020 based on the Cancun Pledges are not consistent with cost-
effective long-term mitigation trajectories that are at least about as likely as not to limit temperature
change to 2 °C relative to pre-industrial levels (2100 concentrations of about 450 to about 500 ppm CO,eq),
but they do not preclude the option to meet that goal (high confidence). Meeting this goal would require further
substantial reductions beyond 2020. The Cancun Pledges are broadly consistent with cost-effective scenarios that are
likely to keep temperature change below 3 °C relative to preindustrial levels. [6.4, 13.13, Figure TS.11]

Delaying mitigation efforts beyond those in place today through 2030 is estimated to substantially increase
the difficulty of the transition to low longer-term emissions levels and narrow the range of options consis-
tent with maintaining temperature change below 2 °C relative to pre-industrial levels (high confidence). Cost-
effective mitigation scenarios that make it at least about as likely as not that temperature change will remain below 2 °C
relative to pre-industrial levels (2100 concentrations of about 450 to about 500 ppm CO,eq) are typically characterized
by annual GHG emissions in 2030 of roughly between 30 GtCO,eq and 50 GtCO,eq (Figure SPM.5, left panel). Scenarios
with annual GHG emissions above 55 GtCO,eq in 2030 are characterized by substantially higher rates of emissions
reductions from 2030 to 2050 (Figure SPM.5, middle panel); much more rapid scale-up of low-carbon energy over this
period (Figure SPM.5, right panel); a larger reliance on CDR technologies in the long-term; and higher transitional and
long-term economic impacts (Table SPM.2, orange segment). Due to these increased mitigation challenges, many models
with annual 2030 GHG emissions higher than 55 GtCO,eq could not produce scenarios reaching atmospheric concentra-
tion levels that make it about as likely as not that temperature change will remain below 2 °C relative to pre-industrial
levels. [6.4, 7.11, Figures TS.11, TS.13]

17 At the national level, change is considered most effective when it reflects country and local visions and approaches to achieving sustainable
development according to national circumstances and priorities. [6.4, 11.8.4, WGII SPM]

18 According to WGI, CDR methods have biogeochemical and technological limitations to their potential on the global scale. There is insufficient
knowledge to quantify how much CO, emissions could be partially offset by CDR on a century timescale. CDR methods carry side-effects and
long-term consequences on a global scale. [WGI SPM.E.8]



Table SPM.1| Key characteristics of the scenarios collected and assessed for WGIII ARS. For all parameters, the 10th to 90th percentile of the scenarios is shown."? [Table 6.3]
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n 2(;'30 [ppm Relative Likelihood of staying below temperature
ed] Subcategories position of 2100 level over the 21st century®
Category label the RCPs® 2011-2050 2011-2100 2050 2100 Temperature
(concentration change [°C]’ 1.5°C 2.0°C 3.0°C 4.0°C
range)®
<430 Only a limited number of individual model studies have explored levels below 430 ppm CO,eq
450 o _ _ B B B B 1.5-1.7 More unlikely .
(430-480) Total range RCP2.6 550-1300 630-1180 72t0 41 118t0 -78 (10-28) than likely Likely
No overshoot of 1.7-1.9 More likely
500 530ppm CO,eq 860-1180 960-1430 —57t0 —42 —107 t0 -73 (12-2.9) than not
(480-530 Overshoot of 1.8-20 Ab
vershoot of .8-2. out as
1130-1530 990-1550 —55t0-25 —11410-90 .
530ppm CO,eq 0 0 (1.2-33) likely as not Likely
No overshoot of 2.0-2.2
1070-1460 1240-2240 —471t0-19 -811t0-59
550 580ppm CO,eq (1.4-3.6) Unlikely Likely
(530-580) Overshoot of 2.1-23 More unlikely
580 ppm CO,eq 1420-1750 1170-2100 -16t07 —183 10 -86 (14-3.6) than likely'2
(580-650) Total range 1260-1640 1870-2440 —38t024 —134t0-50 é;:i%
RCP4.5 Z‘6 2'9 More likel
. . . B B _ 6-2. ore likely
(650-720) Total range 1310-1750 2570-3340 11t0 17 54 to -21 (18-4.5) : i
3.1-37 Unlikely M likel,
_ . . _ -3 lore unlikely
(720-1000) Total range RCP6.0 1570-1940 3620-4990 18 to 54 71072 (21-5.8) : than likely
2148 Uniikely* More unlikel
. _ -4, . - lore unlikely
>1000 Total range RCP8.5 1840-2310 5350-7010 521095 7410178 (28-78) Unlikely’ Unlikely than likely

The "total range’ for the 430—480 ppm CO,eq scenarios corresponds to the range of the 10th—90th percentile of the subcategory of these scenarios shown in Table 6.3.
Baseline scenarios (see SPM.3) fall into the >1000 and 720—-1000 ppm CO,eq categories. The latter category also includes mitigation scenarios. The baseline scenarios in the latter
category reach a temperature change of 2.5-5.8 °C above preindustrial in 2100. Together with the baseline scenarios in the >1000ppm CO,eq category, this leads to an overall 2100
temperature range of 2.5-7.8°C (range based on median climate response: 3.7—4.8°C) for baseline scenarios across both concentration categories.

3 For comparison of the cumulative CO, emissions estimates assessed here with those presented in WGI, an amount of 515 [445-585] GtC (1890 [1630-2150] GtCO,), was
already emitted by 2011 since 1870 [Section WGI 12.5]. Note that cumulative emissions are presented here for different periods of time (2011-2050 and 2011-2100) while
cumulative emissions in WG| are presented as total compatible emissions for the RCPs (2012—2100) or for total compatible emissions for remaining below a given tempera-
ture target with a given likelihood [WGI Table SPM.3, WGI SPM.E.8].

The global 2010 emissions are 31 % above the 1990 emissions (consistent with the historic GHG emission estimates presented in this report). CO,eq emissions include the
basket of Kyoto gases (CO,, CH,, N,0 as well as F-gases).

The assessment in WGIII involves a large number of scenarios published in the scientific literature and is thus not limited to the RCPs. To evaluate the CO,eq concentration
and climate implications of these scenarios, the MAGICC model was used in a probabilistic mode (see Annex I1). For a comparison between MAGICC model results and

the outcomes of the models used in WGI, see Sections WGl 12.4.1.2 and WGI 12.4.8 and 6.3.2.6. Reasons for differences with WGI SPM Table.2 include the difference in
reference year (1986—2005 vs. 1850—1900 here), difference in reporting year (2081-2100 vs 2100 here), set-up of simulation (CMIP5 concentration driven versus MAGICC
emission-driven here), and the wider set of scenarios (RCPs versus the full set of scenarios in the WGIII AR5 scenario database here).

6 Temperature change is reported for the year 2100, which is not directly comparable to the equilibrium warming reported in WGIII AR4 [Table 3.5, Chapter 3]. For the 2100
temperature estimates, the transient climate response (TCR) is the most relevant system property. The assumed 90 % range of the TCR for MAGICC is 1.2—2.6 °C (median
1.8°C). This compares to the 90 % range of TCR between 1.2—2.4 °C for CMIP5 [WGI 9.7] and an assessed likely range of 1-2.5°C from multiple lines of evidence reported
in the WGI AR5 [Box 12.2 in Section 12.5].

Temperature change in 2100 is provided for a median estimate of the MAGICC calculations, which illustrates differences between the emissions pathways of the scenarios

in each category. The range of temperature change in the parentheses includes in addition the carbon cycle and climate system uncertainties as represented by the MAGICC
model [see 6.3.2.6 for further details]. The temperature data compared to the 1850—1900 reference year was calculated by taking all projected warming relative to
1986-2005, and adding 0.61°C for 1986—2005 compared to 1850—1900, based on HadCRUT4 [see WGI Table SPM.2].

8 The assessment in this table is based on the probabilities calculated for the full ensemble of scenarios in WGIII using MAGICC and the assessment in WGl of the uncertainty
of the temperature projections not covered by climate models. The statements are therefore consistent with the statements in WGI, which are based on the CMIP5 runs of the
RCPs and the assessed uncertainties. Hence, the likelihood statements reflect different lines of evidence from both WGs. This WGI method was also applied for scenarios with
intermediate concentration levels where no CMIP5 runs are available. The likelihood statements are indicative only [6.3], and follow broadly the terms used by the WGI SPM
for temperature projections: /ikely 66—100 %, more likely than not >50-100 %, about as likely as not 33—66 %, and unlikely 033 %. In addition the term more unlikely
than likely 0—<50 % is used.

The CO,-equivalent concentration includes the forcing of all GHGs including halogenated gases and tropospheric 0zone, as well as aerosols and albedo change (calculated on
the basis of the total forcing from a simple carbon cycle/climate model, MAGICC).

The vast majority of scenarios in this category overshoot the category boundary of 480 ppm CO,eq concentrations.

""" For scenarios in this category no CMIP5 run [WGI Chapter 12, Table 12.3] as well as no MAGICC realization [6.3] stays below the respective temperature level. Still, an
unlikely assignment is given to reflect uncertainties that might not be reflected by the current climate models.

Scenarios in the 580—650 ppm CO,eq category include both overshoot scenarios and scenarios that do not exceed the concentration level at the high end of the category
(like RCP4.5). The latter type of scenarios, in general, have an assessed probability of more unlikely than likely to stay below the 2 °C temperature level, while the former are
mostly assessed to have an unlikely probability of staying below this level.
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Summary for Policymakers
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Figure SPM.5| The implications of different 2030 GHG emissions levels (left panel) for the rate of CO, emissions reductions from 2030 to 2050 (middle panel) and low-carbon
energy upscaling from 2030 to 2050 and 2100 (right panel) in mitigation scenarios reaching about 450 to about 500 (430—530) ppm CO,eq concentrations by 2100. The scenarios
are grouped according to different emissions levels by 2030 (coloured in different shades of green). The left panel shows the pathways of GHG emissions (GtCO,eq/yr) leading to
these 2030 levels. The black bar shows the estimated uncertainty range of GHG emissions implied by the Canctin Pledges. The middle panel denotes the average annual CO, emis-
sions reduction rates for the period 2030—2050. It compares the median and interquartile range across scenarios from recent intermodel comparisons with explicit 2030 interim
goals to the range of scenarios in the Scenario Database for WGIII AR5. Annual rates of historical emissions change between 1900—2010 (sustained over a period of 20 years) and
average annual emissions change between 2000—2010 are shown in grey. The arrows in the right panel show the magnitude of zero and low-carbon energy supply up-scaling
from 2030 to 2050 subject to different 2030 GHG emissions levels. Zero- and low-carbon energy supply includes renewables, nuclear energy, fossil energy with carbon dioxide cap-
ture and storage (CCS), and bioenergy with CCS (BECCS). Note: Only scenarios that apply the full, unconstrained mitigation technology portfolio of the underlying models (default
technology assumption) are shown. Scenarios with large net negative global emissions (>20 GtCO,/yr), scenarios with exogenous carbon price assumptions, and scenarios with
2010 emissions significantly outside the historical range are excluded. The right-hand panel includes only 68 scenarios, because three of the 71 scenarios shown in the figure do not
report some subcategories for primary energy that are required to calculate the share of zero- and low-carbon energy. [Figures 6.32 and 7.16; 13.13.1.3]
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Table SPM.2| Global mitigation costs in cost-effective scenarios' and estimated cost increases due to assumed limited availability of specific technologies and delayed additional
mitigation. Cost estimates shown in this table do not consider the benefits of reduced climate change as well as co-benefits and adverse side-effects of mitigation. The yellow col-
umns show consumption losses in the years 2030, 2050, and 2100 and annualized consumption growth reductions over the century in cost-effective scenarios relative to a baseline
development without climate policy. The grey columns show the percentage increase in discounted costs? over the century, relative to cost-effective scenarios, in scenarios in which
technology is constrained relative to default technology assumptions.? The orange columns show the increase in mitigation costs over the periods 2030-2050 and 2050-2100,
relative to scenarios with immediate mitigation, due to delayed additional mitigation through 2030.* These scenarios with delayed additional mitigation are grouped by emission
levels of less or more than 55 GtCO,eq in 2030, and two concentration ranges in 2100 (430—530 ppm CO,eq and 530-650 ppm CO,eq). In all figures, the median of the scenario
set is shown without parentheses, the range between the 16th and 84th percentile of the scenario set is shown in the parentheses, and the number of scenarios in the set is shown
in square brackets.” [Figures TS.12,7S.13, 6.21, 6.24, 6.25, Annex 11.10]

Consumption losses in cost-effective scenarios' Increase in total discounted mitigation costs in Increase in medium- and long-term mitigation costs
scenarios with limited availability of technologies due to delayed additional mitigation until 2030
[percentage
point
[% reduction in consumption reduction in [% increase in total discounted mitigation costs [% increase in mitigation costs relative
relative to baseline] annualized (2015-2100) relative to default technology assumptions] to immediate mitigation]
consumption
growth rate]
2100 Nuclear Limited Limited =35 GHCOeq 255 GiCOq
Concentration 2030 2050 2100 2010-2100 No CCS : .
phase out Solar/Wind Bioenergy 2030-2050 | 2050-2100 | 2030-2050 | 2050-2100
[ppm CO,eq]
1.7 138 7 6 64
450 (430-480) (1.0-3.7) Q 13—46 2 Q 9{181 4) © 0?193 12) (29-297) (4-18) (2-29) (44-78)
[N:14] o ' ' ’ ’ [N: 4] [N:8] [N: 8] [N: 8] 28 15 44 37
(14-50) (5-59) (2-78) (16-82)
1.7 [N: 34] [N: 29]
2.7 4.7 0.06
500 (480-530) (0“53—322]1) (15-4.2) (2.4-10.6) (0.03-0.13) N/A N/A N/A N/A
0.6 39 13 8 18
s5030-580) | 02-13) | (oo | (350 | oot | UET® (2-23) (5-15) (4-66)
N: 46] e e R IN: 1] IN: 10] IN: 10] IN: 12] 3 4 15 16
(~5-16) (=4-11) (3-32) (5-24)
0.3 [N: 14] [N: 10]
1.3 23 0.03
580-650 (&T?'g]) (0.5-2.0) (1.2-4.4) (0.01-0.05) N/A N/A NIA N/A

! Cost-effective scenarios assume immediate mitigation in all countries and a single global carbon price, and impose no additional limitations on technology relative to the
models’ default technology assumptions.

2 Percentage increase of net present value of consumption losses in percent of baseline consumption (for scenarios from general equilibrium models) and abatement costs in
percent of baseline GDP (for scenarios from partial equilibrium models) for the period 2015-2100, discounted at 5 % per year.

3 No CCS: CCSis not included in these scenarios. Nuclear phase out: No addition of nuclear power plants beyond those under construction, and operation of existing plants
until the end of their lifetime. Limited Solar/Wind: a maximum of 20 % global electricity generation from solar and wind power in any year of these scenarios. Limited Bioen-
ergy: a maximum of 100 EJ/yr modern bioenergy supply globally (modern bioenergy used for heat, power, combinations, and industry was around 18 EJ/yr in 2008 [11.13.5]).

¢ Percentage increase of total undiscounted mitigation costs for the periods 2030-2050 and 2050-2100.

> Therange is determined by the central scenarios encompassing the 16th and 84th percentile of the scenario set. Only scenarios with a time horizon until 2100 are included.
Some models that are included in the cost ranges for concentration levels above 530 ppm CO,eq in 2100 could not produce associated scenarios for concentration levels
below 530 ppm CO,eq in 2100 with assumptions about limited availability of technologies and/or delayed additional mitigation.

Estimates of the aggregate economic costs of mitigation vary widely and are highly sensitive to model design
and assumptions as well as the specification of scenarios, including the characterization of technologies and
the timing of mitigation (high confidence). Scenarios in which all countries of the world begin mitigation immediately,
there is a single global carbon price, and all key technologies are available, have been used as a cost-effective benchmark
for estimating macroeconomic mitigation costs (Table SPM.2, yellow segments). Under these assumptions, mitigation
scenarios that reach atmospheric concentrations of about 450 ppm CO,eq by 2100 entail losses in global consumption—
not including benefits of reduced climate change as well as co-benefits and adverse side-effects of mitigation'*—of 1 % to
4% (median: 1.7 %) in 2030, 2 % to 6 % (median: 3.4 %) in 2050, and 3 % to 11 % (median: 4.8 %) in 2100 relative to
consumption in baseline scenarios that grows anywhere from 300 % to more than 900 % over the century. These numbers

19 The total economic effect at different temperature levels would include mitigation costs, co-benefits of mitigation, adverse side-effects of mitiga-
tion, adaptation costs and climate damages. Mitigation cost and climate damage estimates at any given temperature level cannot be compared
to evaluate the costs and benefits of mitigation. Rather, the consideration of economic costs and benefits of mitigation should include the reduc-
tion of climate damages relative to the case of unabated climate change.
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Figure SPM.6| Air pollutant emission levels for black carbon (BC) and sulfur dioxide (SO,) in 2050 relative to 2005 (0=2005 levels). Baseline scenarios without additional efforts

to reduce GHG emissions beyond those in place today are compared to scenarios with stringent mitigation policies, which are consistent with reaching about 450 to about 500
(430-530) ppm CO,eq concentrations by 2100. [Figure 6.33]
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correspond to an annualized reduction of consumption growth by 0.04 to 0.14 (median: 0.06) percentage points over the
century relative to annualized consumption growth in the baseline that is between 1.6 % and 3 % per year. Estimates at
the high end of these cost ranges are from models that are relatively inflexible to achieve the deep emissions reductions
required in the long run to meet these goals and/or include assumptions about market imperfections that would raise
costs. Under the absence or limited availability of technologies, mitigation costs can increase substantially depending on
the technology considered (Table SPM.2, grey segment). Delaying additional mitigation further increases mitigation costs
in the medium- to long-term (Table SPM.2, orange segment). Many models could not achieve atmospheric concentration
levels of about 450 ppm CO,eq by 2100 if additional mitigation is considerably delayed or under limited availability of key
technologies, such as bioenergy, CCS, and their combination (BECCS). [6.3]

Only a limited number of studies have explored scenarios that are more likely than not to bring temperature
change back to below 1.5°C by 2100 relative to pre-industrial levels; these scenarios bring atmospheric
concentrations to below 430 ppm CO,eq by 2100 (high confidence). Assessing this goal is currently difficult because
no multi-model studies have explored these scenarios. Scenarios associated with the limited number of published studies
exploring this goal are characterized by (1) immediate mitigation action; (2) the rapid upscaling of the full portfolio of
mitigation technologies; and (3) development along a low-energy demand trajectory.?® [6.3, 7.11]

Mitigation scenarios reaching about 450 to about 500 ppm CO,eq by 2100 show reduced costs for achieving
air quality and energy security objectives, with significant co-benefits for human health, ecosystem impacts,
and sufficiency of resources and resilience of the energy system; these scenarios did not quantify other
co-benefits or adverse side-effects (medium confidence). These mitigation scenarios show improvements in terms of
the sufficiency of resources to meet national energy demand as well as the resilience of energy supply, resulting in
energy systems that are less vulnerable to price volatility and supply disruptions. The benefits from reduced impacts to

% In these scenarios, the cumulative CO, emissions range between 680 and 800 GtCO, for the period 2011-2050 and between 90 and 310 GtCO,

for the period 2011-2100. Global CO,eq emissions in 2050 are between 70 and 95 % below 2010 emissions, and they are between 110 and
120 % below 2010 emissions in 2100.



SPM.4.2

SPM.4.2.1

health and ecosystems associated with major cuts in air pollutant emissions (Figure SPM.6) are particularly high where
currently legislated and planned air pollution controls are weak. There is a wide range of co-benefits and adverse
side-effects for additional objectives other than air quality and energy security. Overall, the potential for co-benefits of
energy end-use measures outweighs the potential for adverse side-effects, whereas the evidence suggests this may not
be the case for all energy supply and AFOLU measures. [WGIII 4.8, 5.7, 6.3.6, 6.6, 7.9, 8.7, 9.7, 10.8, 1.7, 11.13.6, 12.8,
Figure TS.14, Table 6.7, Tables TS.3-TS.7; WGII 11.9]

There is a wide range of possible adverse side-effects as well as co-benefits and spillovers from climate
policy that have not been well-quantified (high confidence). Whether or not side-effects materialize, and to what
extent side-effects materialize, will be case- and site-specific, as they will depend on local circumstances and the scale,
scope, and pace of implementation. Important examples include biodiversity conservation, water availability, food
security, income distribution, efficiency of the taxation system, labour supply and employment, urban sprawl, and the
sustainability of the growth of developing countries. [Box TS.11]

Mitigation efforts and associated costs vary between countries in mitigation scenarios. The distribution of
costs across countries can differ from the distribution of the actions themselves (high confidence). In globally
cost-effective scenarios, the majority of mitigation efforts takes place in countries with the highest future emissions in
baseline scenarios. Some studies exploring particular effort-sharing frameworks, under the assumption of a global carbon
market, have estimated substantial global financial flows associated with mitigation for scenarios leading to 2100 atmo-
spheric concentrations of about 450 to about 550 ppm CO,eq. [4.6, 6.3.6, 13.4.2.4; Box 3.5; Table 6.4; Figures 6.9, 6.27,
6.28, 6.29]

Mitigation policy could devalue fossil fuel assets and reduce revenues for fossil fuel exporters, but differ-
ences between regions and fuels exist (high confidence). Most mitigation scenarios are associated with reduced
revenues from coal and oil trade for major exporters (high confidence). The effect of mitigation on natural gas export
revenues is more uncertain, with some studies showing possible benefits for export revenues in the medium term until
about 2050 (medium confidence). The availability of CCS would reduce the adverse effect of mitigation on the value of
fossil fuel assets (medium confidence). [6.3.6, 6.6, 14.4.2]

Sectoral and cross-sectoral mitigation pathways and measures

Cross-sectoral mitigation pathways and measures

In baseline scenarios, GHG emissions are projected to grow in all sectors, except for net CO, emissions in

the AFOLU sector?' (robust evidence, medium agreement). Energy supply sector emissions are expected to continue

to be the major source of GHG emissions, ultimately accounting for the significant increases in indirect emissions from
electricity use in the buildings and industry sectors. In baseline scenarios, while non-CO, GHG agricultural emissions are
projected to increase, net CO, emissions from the AFOLU sector decline over time, with some models projecting a net sink
towards the end of the century (Figure SPM.7).% [6.3.1.4, 6.8, Figure TS.15]

2 Net AFOLU CO, emissions include emissions and removals of CO, from the AFOLU sector, including land under forestry and, in some assessments,
CO, sinks in agricultural soils.

2 Amajority of the Earth System Models assessed in WGI project a continued land carbon uptake under all RCPs through to 2100, but some
models simulate a land carbon loss due to the combined effect of climate change and land-use change. [WGI SPM.E.7, WGl 6.4]
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Direct Sectoral CO, and Non-CO, GHG Emissions in Baseline and Mitigation Scenarios with and without CCS
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Figure SPM.7| Direct emissions of CO, by sector and total non-CO, GHGs (Kyoto gases) across sectors in baseline (left panel) and mitigation scenarios that reach around 450
(430-480) ppm CO,eq with CCS (middle panel) and without CCS (right panel). The numbers at the bottom of the graphs refer to the number of scenarios included in the range
which differs across sectors and time due to different sectoral resolution and time horizon of models. Note that many models cannot reach about 450 ppm CO,eq concentration by
2100 in the absence of CCS, resulting in a low number of scenarios for the right panel. [Figures 6.34 and 6.35]

Infrastructure developments and long-lived products that lock societies into GHG-intensive emissions
pathways may be difficult or very costly to change, reinforcing the importance of early action for ambitious
mitigation (robust evidence, high agreement). This lock-in risk is compounded by the lifetime of the infrastructure, by
the difference in emissions associated with alternatives, and the magnitude of the investment cost. As a result, lock-in
related to infrastructure and spatial planning is the most difficult to reduce. However, materials, products and infrastruc-
ture with long lifetimes and low lifecycle emissions can facilitate a transition to low-emission pathways while also reduc-
ing emissions through lower levels of material use. [5.6.3, 6.3.6.4,9.4, 10.4,12.3, 12.4]

There are strong interdependencies in mitigation scenarios between the pace of introducing mitigation
measures in energy supply and energy end-use and developments in the AFOLU sector (high confidence). The
distribution of the mitigation effort across sectors is strongly influenced by the availability and performance of BECCS
and large scale afforestation (Figure SPM.7). This is particularly the case in scenarios reaching CO,eq concentrations of
about 450 ppm by 2100. Well-designed systemic and cross-sectoral mitigation strategies are more cost-effective in
cutting emissions than a focus on individual technologies and sectors. At the energy system level these include reduc-
tions in the GHG emission intensity of the energy supply sector, a switch to low-carbon energy carriers (including
low-carbon electricity) and reductions in energy demand in the end-use sectors without compromising development
(Figure SPM.8). [6.3.5, 6.4, 6.8, 7.11, Table TS.2]

Mitigation scenarios reaching around 450 ppm CO,eq concentrations by 2100 show large-scale global
changes in the energy supply sector (robust evidence, high agreement). In these selected scenarios, global CO, emis-
sions from the energy supply sector are projected to decline over the next decades and are characterized by reductions of
90 % or more below 2010 levels between 2040 and 2070. Emissions in many of these scenarios are projected to decline
to below zero thereafter. [6.3.4, 6.8, 7.1, 7.11]
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Final Energy Demand Reduction and Low-Carbon Energy Carrier Shares in Energy End-Use Sectors
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Figure SPM.8| Final energy demand reduction relative to baseline (upper row) and low-carbon energy carrier shares in final energy (lower row) in the transport, buildings, and
industry sectors by 2030 and 2050 in scenarios from two different CO,eq concentration categories compared to sectoral studies assessed in Chapters 8—10. The demand reductions
shown by these scenarios do not compromise development. Low-carbon energy carriers include electricity, hydrogen and liquid biofuels in transport, electricity in buildings and
electricity, heat, hydrogen and bioenergy in industry. The numbers at the bottom of the graphs refer to the number of scenarios included in the ranges which differ across sectors
and time due to different sectoral resolution and time horizon of models. [Figures 6.37 and 6.38]
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20

Efficiency enhancements and behavioural changes, in order to reduce energy demand compared to base-
line scenarios without compromising development, are a key mitigation strategy in scenarios reaching
atmospheric C0O,eq concentrations of about 450 to about 500 ppm by 2100 (robust evidence, high agreement).
Near-term reductions in energy demand are an important element of cost-effective mitigation strategies, provide more
flexibility for reducing carbon intensity in the energy supply sector, hedge against related supply-side risks, avoid lock-in
to carbon-intensive infrastructures, and are associated with important co-benefits. Both integrated and sectoral studies
provide similar estimates for energy demand reductions in the transport, buildings and industry sectors for 2030 and
2050 (Figure SPM.8). [6.3.4, 6.6, 6.8, 7.11, 8.9, 9.8, 10.10]

Behaviour, lifestyle and culture have a considerable influence on energy use and associated emissions, with
high mitigation potential in some sectors, in particular when complementing technological and structural
change? (medium evidence, medium agreement). Emissions can be substantially lowered through changes in consump-
tion patterns (e.g., mobility demand and mode, energy use in households, choice of longer-lasting products) and dietary
change and reduction in food wastes. A number of options including monetary and non-monetary incentives as well as
information measures may facilitate behavioural changes. [6.8, 7.9, 8.3.5, 8.9, 9.2, 9.3, 9.10, Box 10.2, 10.4, 11.4, 12.4,
12.6,12.7,15.3, 15.5, Table TS.2]

Energy supply

In the baseline scenarios assessed in AR5, direct CO, emissions from the energy supply sector are projected
to almost double or even triple by 2050 compared to the level of 14.4 GtCO,/year in 2010, unless energy
intensity improvements can be significantly accelerated beyond the historical development (medium evidence,
medium agreement). In the last decade, the main contributors to emission growth were a growing energy demand and
an increase of the share of coal in the global fuel mix. The availability of fossil fuels alone will not be sufficient to limit
C0,eq concentration to levels such as 450 ppm, 550 ppm, or 650 ppm. (Figure SPM.7) [6.3.4, 7.2, 7.3, Figures 6.15, TS.15]

Decarbonizing (i.e. reducing the carbon intensity of) electricity generation is a key component of cost-
effective mitigation strategies in achieving low-stabilization levels (430-530 ppm CO,eq); in most integrated
modelling scenarios, decarbonization happens more rapidly in electricity generation than in the industry,
buildings, and transport sectors (medium evidence, high agreement) (Figure SPM.7). In the majority of low-stabiliza-
tion scenarios, the share of low-carbon electricity supply (comprising renewable energy (RE), nuclear and CCS) increases
from the current share of approximately 30 % to more than 80 % by 2050, and fossil fuel power generation without CCS
is phased out almost entirely by 2100 (Figure SPM. 7). [6.8, 7.11, Figures 7.14, T5.18]

Since AR4, many RE technologies have demonstrated substantial performance improvements and cost reduc-
tions, and a growing number of RE technologies have achieved a level of maturity to enable deployment at
significant scale (robust evidence, high agreement). Regarding electricity generation alone, RE accounted for just over
half of the new electricity-generating capacity added globally in 2012, led by growth in wind, hydro and solar power.
However, many RE technologies still need direct and/or indirect support, if their market shares are to be significantly
increased; RE technology policies have been successful in driving recent growth of RE. Challenges for integrating RE into
energy systems and the associated costs vary by RE technology, regional circumstances, and the characteristics of the
existing background energy system (medium evidence, medium agreement). [7.5.3,7.6.1,7.8.2, 7.12, Table 7.1]

Nuclear energy is a mature low-GHG emission source of baseload power, but its share of global electricity
generation has been declining (since 1993). Nuclear energy could make an increasing contribution to low-
carbon energy supply, but a variety of barriers and risks exist (robust evidence, high agreement). Those include:

2 Structural changes refer to systems transformations whereby some components are either replaced or potentially substituted by other compo-
nents (see WGIII AR5 Glossary).
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operational risks, and the associated concerns, uranium mining risks, financial and regulatory risks, unresolved waste
management issues, nuclear weapon proliferation concerns, and adverse public opinion (robust evidence, high agree-
ment). New fuel cycles and reactor technologies addressing some of these issues are being investigated and progress in
research and development has been made concerning safety and waste disposal. [7.5.4, 7.8, 7.9, 7.12, Figure TS.19]

GHG emissions from energy supply can be reduced significantly by replacing current world average coal-fired
power plants with modern, highly efficient natural gas combined-cycle power plants or combined heat and
power plants, provided that natural gas is available and the fugitive emissions associated with extraction
and supply are low or mitigated (robust evidence, high agreement). In mitigation scenarios reaching about 450 ppm
C0,eq concentrations by 2100, natural gas power generation without CCS acts as a bridge technology, with deployment
increasing before peaking and falling to below current levels by 2050 and declining further in the second half of the
century (robust evidence, high agreement). [7.5.1,7.8,7.9,7.11, 7.12]

Carbon dioxide capture and storage (CCS) technologies could reduce the lifecycle GHG emissions of fos-

sil fuel power plants (medium evidence, medium agreement). While all components of integrated CCS systems exist
and are in use today by the fossil fuel extraction and refining industry, CCS has not yet been applied at scale to a large,
operational commercial fossil fuel power plant. CCS power plants could be seen in the market if this is incentivized by
regulation and/or if they become competitive with their unabated counterparts, for instance, if the additional investment
and operational costs, caused in part by efficiency reductions, are compensated by sufficiently high carbon prices (or
direct financial support). For the large-scale future deployment of CCS, well-defined regulations concerning short- and
long-term responsibilities for storage are needed as well as economic incentives. Barriers to large-scale deployment of
CCS technologies include concerns about the operational safety and long-term integrity of CO, storage as well as trans-
port risks. There is, however, a growing body of literature on how to ensure the integrity of CO, wells, on the potential
consequences of a pressure build-up within a geologic formation caused by CO, storage (such as induced seismicity),
and on the potential human health and environmental impacts from CO, that migrates out of the primary injection zone
(limited evidence, medium agreement). [7.5.5.,7.8,7.9,7.11,7.12,11.13]

Combining bioenergy with CCS (BECCS) offers the prospect of energy supply with large-scale net negative
emissions which plays an important role in many low-stabilization scenarios, while it entails challenges and
risks (limited evidence, medium agreement). These challenges and risks include those associated with the upstream
large-scale provision of the biomass that is used in the CCS facility as well as those associated with the CCS technology
itself. [7.5.5, 7.9, 11.13]

Energy end-use sectors

Transport

The transport sector accounted for 27 % of final energy use and 6.7 GtCO, direct emissions in 2010, with
baseline CO, emissions projected to approximately double by 2050 (medium evidence, medium agreement). This
growth in CO, emissions from increasing global passenger and freight activity could partly offset future mitigation mea-
sures that include fuel carbon and energy intensity improvements, infrastructure development, behavioural change and
comprehensive policy implementation (high confidence). Overall, reductions in total transport CO, emissions of 15-40 %
compared to baseline growth could be achieved in 2050 (medium evidence, medium agreement). (Figure SPM.7) [6.8,
8.1,8.2,8.9,8.10]

Technical and behavioural mitigation measures for all transport modes, plus new infrastructure and urban
redevelopment investments, could reduce final energy demand in 2050 by around 40 % below the baseline,
with the mitigation potential assessed to be higher than reported in the AR4 (robust evidence, medium agree-
ment). Projected energy efficiency and vehicle performance improvements range from 30-50 % in 2030 relative to 2010
depending on transport mode and vehicle type (medium evidence, medium agreement). Integrated urban planning,
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transit-oriented development, more compact urban form that supports cycling and walking, can all lead to modal shifts
as can, in the longer term, urban redevelopment and investments in new infrastructure such as high-speed rail systems
that reduce short-haul air travel demand (medium evidence, medium agreement). Such mitigation measures are chal-
lenging, have uncertain outcomes, and could reduce transport GHG emissions by 20—50 % in 2050 compared to baseline
(limited evidence, low agreement). (Figure SPM.8 upper panel) [8.2, 8.3, 8.4, 8.5, 8.6, 8.7, 8.8, 8.9, 12.4, 12.5]

Strategies to reduce the carbon intensities of fuel and the rate of reducing carbon intensity are constrained by
challenges associated with energy storage and the relatively low energy density of low-carbon transport fuels
(medium confidence). Integrated and sectoral studies broadly agree that opportunities for switching to low-carbon fuels
exist in the near term and will grow over time. Methane-based fuels are already increasing their share for road vehicles

and waterborne craft. Electricity produced from low-carbon sources has near-term potential for electric rail and short- to
medium-term potential as electric buses, light-duty and 2-wheel road vehicles are deployed. Hydrogen fuels from low-car-
bon sources constitute longer-term options. Commercially available liquid and gaseous biofuels already provide co-benefits
together with mitigation options that can be increased by technology advances. Reducing transport emissions of particulate
matter (including black carbon), tropospheric ozone and aerosol precursors (including NO,) can have human health and
mitigation co-benefits in the short term (medium evidence, medium agreement). [8.2, 8.3, 11.13, Figure TS.20, right panel]

The cost-effectiveness of different carbon reduction measures in the transport sector varies significantly with
vehicle type and transport mode (high confidence). The levelized costs of conserved carbon can be very low or nega-
tive for many short-term behavioural measures and efficiency improvements for light- and heavy-duty road vehicles and
waterborne craft. In 2030, for some electric vehicles, aircraft and possibly high-speed rail, levelized costs could be more
than USD100/tCO, avoided (limited evidence, medium agreement). [8.6, 8.8, 8.9, Figures TS.21, T5.22]

Regional differences influence the choice of transport mitigation options (high confidence). Institutional, legal,
financial and cultural barriers constrain low-carbon technology uptake and behavioural change. Established infrastructure
may limit the options for modal shift and lead to a greater reliance on advanced vehicle technologies; a slowing of growth
in light-duty vehicle demand is already evident in some OECD countries. For all economies, especially those with high rates
of urban growth, investment in public transport systems and low-carbon infrastructure can avoid lock-in to carbon-intensive
modes. Prioritizing infrastructure for pedestrians and integrating non-motorized and transit services can create economic
and social co-benefits in all regions (medium evidence, medium agreement). [8.4, 8.8, 8.9, 14.3, Table 8.3]

Mitigation strategies, when associated with non-climate policies at all government levels, can help decouple
transport GHG emissions from economic growth in all regions (medium confidence). These strategies can help
reduce travel demand, incentivise freight businesses to reduce the carbon intensity of their logistical systems and induce
modal shifts, as well as provide co-benefits including improved access and mobility, better health and safety, greater
energy security, and cost and time savings (medium evidence, high agreement). [8.7, 8.10]

Buildings

In 2010, the buildings sector* accounted for around 32 % final energy use and 8.8 GtCO, emissions, including
direct and indirect emissions, with energy demand projected to approximately double and CO, emissions to
increase by 50-150 % by mid-century in baseline scenarios (medium evidence, medium agreement). This energy
demand growth results from improvements in wealth, lifestyle change, access to modern energy services and adequate
housing, and urbanisation. There are significant lock-in risks associated with the long lifespans of buildings and related
infrastructure, and these are especially important in regions with high construction rates (robust evidence, high agree-
ment). (Figure SPM.7) [9.4]

% The buildings sector covers the residential, commercial, public and services sectors; emissions from construction are accounted for in the industry sec-
tor.



Recent advances in technologies, know-how and policies provide opportunities to stabilize or reduce global
buildings sector energy use by mid-century (robust evidence, high agreement). For new buildings, the adoption of
very low energy building codes is important and has progressed substantially since AR4. Retrofits form a key part of
the mitigation strategy in countries with established building stocks, and reductions of heating/cooling energy use by
50-90 % in individual buildings have been achieved. Recent large improvements in performance and costs make very
low energy construction and retrofits economically attractive, sometimes even at net negative costs. [9.3]

Lifestyle, culture and behaviour significantly influence energy consumption in buildings (/imited evidence, high
agreement). A three- to five-fold difference in energy use has been shown for provision of similar building-related energy
service levels in buildings. For developed countries, scenarios indicate that lifestyle and behavioural changes could reduce
energy demand by up to 20 % in the short term and by up to 50 % of present levels by mid-century. In developing coun-
tries, integrating elements of traditional lifestyles into building practices and architecture could facilitate the provision of
high levels of energy services with much lower energy inputs than baseline. [9.3]

Most mitigation options for buildings have considerable and diverse co-benefits in addition to energy cost
savings (robust evidence, high agreement). These include improvements in energy security, health (such as from cleaner
wood-burning cookstoves), environmental outcomes, workplace productivity, fuel poverty reductions and net employ-
ment gains. Studies which have monetized co-benefits often find that these exceed energy cost savings and possibly
climate benefits (medium evidence, medium agreement). [9.6, 9.7, 3.6.3]

Strong barriers, such as split incentives (e.g., tenants and builders), fragmented markets and inadequate
access to information and financing, hinder the market-based uptake of cost-effective opportunities. Barriers
can be overcome by policy interventions addressing all stages of the building and appliance lifecycles (robust evidence,
high agreement). [9.8, 9.10, 16, Box 3.10]

The development of portfolios of energy efficiency policies and their implementation has advanced consider-
ably since AR4. Building codes and appliance standards, if well designed and implemented, have been among
the most environmentally and cost-effective instruments for emission reductions (robust evidence, high agree-
ment). In some developed countries they have contributed to a stabilization of, or reduction in, total energy demand for
buildings. Substantially strengthening these codes, adopting them in further jurisdictions, and extending them to more
building and appliance types, will be a key factor in reaching ambitious climate goals. [9.10, 2.6.5.3]

Industry

In 2010, the industry sector accounted for around 28 % of final energy use, and 13 GtCO, emissions, including
direct and indirect emissions as well as process emissions, with emissions projected to increase by 50-150 %
by 2050 in the baseline scenarios assessed in AR5, unless energy efficiency improvements are accelerated
significantly (medium evidence, medium agreement). Emissions from industry accounted for just over 30 % of global
GHG emissions in 2010 and are currently greater than emissions from either the buildings or transport end-use sectors.
(Figures SPM.2, SPM.7) [10.3]

The energy intensity of the industry sector could be directly reduced by about 25 % compared to the current
level through the wide-scale upgrading, replacement and deployment of best available technologies, par-
ticularly in countries where these are not in use and in non-energy intensive industries (high agreement, robust
evidence). Additional energy intensity reductions of about 20 % may potentially be realized through innovation (/imited
evidence, medium agreement). Barriers to implementing energy efficiency relate largely to initial investment costs and
lack of information. Information programmes are a prevalent approach for promoting energy efficiency, followed by
economic instruments, regulatory approaches and voluntary actions. [10.7, 10.9, 10.11]

23



SPM.4.2.4

24

Improvements in GHG emission efficiency and in the efficiency of material use, recycling and re-use of mate-
rials and products, and overall reductions in product demand (e.g., through a more intensive use of products)
and service demand could, in addition to energy efficiency, help reduce GHG emissions below the baseline
level in the industry sector (medium evidence, high agreement). Many emission-reducing options are cost-effective,
profitable and associated with multiple co-benefits (better environmental compliance, health benefits etc.). In the long
term, a shift to low-carbon electricity, new industrial processes, radical product innovations (e.g., alternatives to cement),
or CCS (e.g., to mitigate process emissions) could contribute to significant GHG emission reductions. Lack of policy and
experiences in material and product service efficiency are major barriers. [10.4, 10.7, 10.8, 10.11]

CO, emissions dominate GHG emissions from industry, but there are also substantial mitigation opportuni-
ties for non-CO, gases (robust evidence, high agreement). CH,, N,0 and fluorinated gases from industry accounted for
emissions of 0.9 GtCO,eq in 2010. Key mitigation opportunities include, e.g., the reduction of hydrofluorocarbon emissions
by process optimization and refrigerant recovery, recycling and substitution, although there are barriers. [Tables 10.2, 10.7]

Systemic approaches and collaborative activities across companies and sectors can reduce energy and
material consumption and thus GHG emissions (robust evidence, high agreement). The application of cross-cutting
technologies (e.g., efficient motors) and measures (e.g., reducing air or steam leaks) in both large energy intensive indus-
tries and small and medium enterprises can improve process performance and plant efficiency cost-effectively. Coopera-
tion across companies (e.g., in industrial parks) and sectors could include the sharing of infrastructure, information, and
waste heat utilization. [10.4, 10.5]

Important options for mitigation in waste management are waste reduction, followed by re-use, recycling
and energy recovery (robust evidence, high agreement). Waste and wastewater accounted for 1.5 GtCO,eq in 2010.
As the share of recycled or reused material is still low (e.g., globally, around 20 % of municipal solid waste is recycled),
waste treatment technologies and recovering energy to reduce demand for fossil fuels can result in significant direct
emission reductions from waste disposal. [10.4, 10.14]

Agriculture, Forestry and Other Land Use (AFOLU)

The AFOLU sector accounts for about a quarter (~10-12 GtCO,eq/yr) of net anthropogenic GHG emissions
mainly from deforestation, agricultural emissions from soil and nutrient management and livestock (medium
evidence, high agreement). Most recent estimates indicate a decline in AFOLU CO, fluxes, largely due to decreasing
deforestation rates and increased afforestation. However, the uncertainty in historical net AFOLU emissions is larger than
for other sectors, and additional uncertainties in projected baseline net AFOLU emissions exist. Nonetheless, in the future,
net annual baseline CO, emissions from AFOLU are projected to decline, with net emissions potentially less than half the
2010 level by 2050 and the possibility of the AFOLU sectors becoming a net CO, sink before the end of century (medium
evidence, high agreement). (Figure SPM. 7) [6.3.1.4, 11.2, Figure 6.5]

AFOLU plays a central role for food security and sustainable development. The most cost-effective mitiga-
tion options in forestry are afforestation, sustainable forest management and reducing deforestation, with
large differences in their relative importance across regions. In agriculture, the most cost-effective mitiga-
tion options are cropland management, grazing land management, and restoration of organic soils (medium
evidence, high agreement). The economic mitigation potential of supply-side measures is estimated to be 7.2 to 11
GtCO,eq/year® in 2030 for mitigation efforts consistent with carbon prices® up to 100 USD/tCO,eq, about a third of
which can be achieved at a <20 USD/tCO,eq (medium evidence, medium agreement). There are potential barriers to

% Full range of all studies: 0.49—11 GtCO,eq/year
% In many models that are used to assess the economic costs of mitigation, carbon price is used as a proxy to represent the level of effort in mitiga-
tion policies (see WGIII AR5 Glossary).
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implementation of available mitigation options [11.7, 11.8]. Demand-side measures, such as changes in diet and reduc-
tions of losses in the food supply chain, have a significant, but uncertain, potential to reduce GHG emissions from food
production (medium evidence, medium agreement). Estimates vary from roughly 0.76—-8.6 GtCO,eq/yr by 2050 (limited
evidence, medium agreement). [11.4, 11.6, Figure 11.14]

Policies governing agricultural practices and forest conservation and management are more effective when
involving both mitigation and adaptation. Some mitigation options in the AFOLU sector (such as soil and forest
carbon stocks) may be vulnerable to climate change (medium evidence, high agreement). When implemented sustain-
ably, activities to reduce emissions from deforestation and forest degradation (REDD+?" is an example designed to be
sustainable) are cost-effective policy options for mitigating climate change, with potential economic, social and other
environmental and adaptation co-benefits (e.g., conservation of biodiversity and water resources, and reducing soil ero-
sion) (limited evidence, medium agreement). [11.3.2, 11.10]

Bioenergy can play a critical role for mitigation, but there are issues to consider, such as the sustainability of
practices and the efficiency of bioenergy systems (robust evidence, medium agreement) [11.4.4, Box 11.5, 11.13.6,
11.13.7]. Barriers to large-scale deployment of bioenergy include concerns about GHG emissions from land, food security,
water resources, biodiversity conservation and livelihoods. The scientific debate about the overall climate impact related
to land-use competition effects of specific bioenergy pathways remains unresolved (robust evidence, high agreement).
[11.4.4,11.13] Bioenergy technologies are diverse and span a wide range of options and technology pathways. Evidence
suggests that options with low lifecycle emissions (e.g., sugar cane, Miscanthus, fast growing tree species, and sustain-
able use of biomass residues), some already available, can reduce GHG emissions; outcomes are site-specific and rely

on efficient integrated 'biomass-to-bioenergy systems’, and sustainable land-use management and governance. In some
regions, specific bioenergy options, such as improved cookstoves, and small-scale biogas and biopower production, could
reduce GHG emissions and improve livelihoods and health in the context of sustainable development (medium evidence,
medium agreement). [11.13]

Human settlements, infrastructure and spatial planning

Urbanization is a global trend and is associated with increases in income, and higher urban incomes are cor-
related with higher consumption of energy and GHG emissions (medium evidence, high agreement). As of 2011,
more than 52 % of the global population lives in urban areas. In 2006, urban areas accounted for 6776 % of energy use
and 71-76 % of energy-related CO, emissions. By 2050, the urban population is expected to increase to 5.6—7.1 billion,
or 64-69 % of world population. Cities in non-Annex | countries generally have higher levels of energy use compared to
the national average, whereas cities in Annex | countries generally have lower energy use per capita than national aver-
ages (medium evidence, medium agreement). [12.2, 12.3]

The next two decades present a window of opportunity for mitigation in urban areas, as a large portion of
the world’s urban areas will be developed during this period (limited evidence, high agreement). Accounting for
trends in declining population densities, and continued economic and population growth, urban land cover is projected
to expand by 56—310 % between 2000 and 2030. [12.2, 12.3, 12.4, 12.8]

Mitigation options in urban areas vary by urbanization trajectories and are expected to be most effective
when policy instruments are bundled (robust evidence, high agreement). Infrastructure and urban form are strongly
interlinked, and lock-in patterns of land use, transport choice, housing, and behaviour. Effective mitigation strategies
involve packages of mutually reinforcing policies, including co-locating high residential with high employment densities,

27 See WGIII AR5 Glossary.
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achieving high diversity and integration of land uses, increasing accessibility and investing in public transport and other
demand management measures. [8.4, 12.3,12.4, 12.5, 12.6]

The largest mitigation opportunities with respect to human settlements are in rapidly urbanizing areas where
urban form and infrastructure are not locked in, but where there are often limited governance, technical,
financial, and institutional capacities (robust evidence, high agreement). The bulk of urban growth is expected in
small- to medium-size cities in developing countries. The feasibility of spatial planning instruments for climate change
mitigation is highly dependent on a city’s financial and governance capability. [12.6, 12.7]

Thousands of cities are undertaking climate action plans, but their aggregate impact on urban emissions
is uncertain (robust evidence, high agreement). There has been little systematic assessment on their implementation,
the extent to which emission reduction targets are being achieved, or emissions reduced. Current climate action plans
focus largely on energy efficiency. Fewer climate action plans consider land-use planning strategies and cross-sectoral
measures to reduce sprawl and promote transit-oriented development?. [12.6, 12.7, 12.9]

Successful implementation of urban-scale climate change mitigation strategies can provide co-benefits
(robust evidence, high agreement). Urban areas throughout the world continue to struggle with challenges, including
ensuring access to energy, limiting air and water pollution, and maintaining employment opportunities and competitive-
ness. Action on urban-scale mitigation often depends on the ability to relate climate change mitigation efforts to local
co-benefits (robust evidence, high agreement). [12.5,12.6, 12.7, 12.8]

Mitigation policies and institutions

Sectoral and national policies

Substantial reductions in emissions would require large changes in investment patterns. Mitigation scenarios
in which policies stabilize atmospheric concentrations (without overshoot) in the range from 430 to 530 ppm CO,eq by
2100 lead to substantial shifts in annual investment flows during the period 2010-2029 compared to baseline scenarios
(Figure SPM.9). Over the next two decades (2010 to 2029), annual investment in conventional fossil fuel technologies
associated with the electricity supply sector is projected to decline by about 30 (2—166) billion USD (median: —20 %
compared to 2010) while annual investment in low-carbon electricity supply (i.e., renewables, nuclear and electric-

ity generation with CCS) is projected to rise by about 147 (31-360) billion USD (median: +100 % compared to 2010)
(limited evidence, medium agreement). For comparison, global total annual investment in the energy system is presently
about 1200 billion USD. In addition, annual incremental energy efficiency investments in transport, buildings and industry
is projected to increase by about 336 (1—641) billion USD (limited evidence, medium agreement), frequently involving
modernization of existing equipment. [13.11, 16.2.2]

There is no widely agreed definition of what constitutes climate finance, but estimates of the financial flows
associated with climate change mitigation and adaptation are available. Published assessments of all current
annual financial flows whose expected effect is to reduce net GHG emissions and/or to enhance resilience to climate
change and climate variability show 343 to 385 billion USD per year globally (medium confidence) [Box TS.14]. Most of
this goes to mitigation. Out of this, total public climate finance that flowed to developing countries is estimated to be
between 35 and 49 billion USD/yr in 2011 and 2012 (medium confidence). Estimates of international private climate

% See WGIII AR5 Glossary.
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Figure SPM.9| Change in annual investment flows from the average baseline level over the next two decades (2010—2029) for mitigation scenarios that stabilize concentrations
within the range of approximately 430—-530 ppm CO,eq by 2100. Investment changes are based on a limited number of model studies and model comparisons. Total electricity gen-
eration (leftmost column) is the sum of renewables, nuclear, power plants with CCS and fossil fuel power plants without CCS. The vertical bars indicate the range between minimum
and maximum estimate; the horizontal bar indicates the median. Proximity to this median value does not imply higher likelihood because of the different degree of aggregation of
model results, the low number of studies available and different assumptions in the different studies considered. The numbers in the bottom row show the total number of stud-
ies in the literature used for the assessment. This underscores that investment needs are still an evolving area of research that relatively few studies have examined. [Figure 16.3]

finance flowing to developing countries range from 10 to 72 billion USD/yr including foreign direct investment as equity
and loans in the range of 10 to 37 hillion USD/yr over the period of 2008—2011 (medium confidence). [16.2.2]

There has been a considerable increase in national and sub-national mitigation plans and strategies since AR4.
In 2012, 67 % of global GHG emissions were subject to national legislation or strategies versus 45 % in 2007. However,
there has not yet been a substantial deviation in global emissions from the past trend [Figure 1.3c]. These plans and
strategies are in their early stages of development and implementation in many countries, making it difficult to assess their
aggregate impact on future global emissions (medium evidence, high agreement). [14.3.4,14.3.5,15.1, 15.2]

Since AR4, there has been an increased focus on policies designed to integrate multiple objectives, increase
co-benefits and reduce adverse side-effects (high confidence). Governments often explicitly reference co-benefits in
climate and sectoral plans and strategies. The scientific literature has sought to assess the size of co-benefits (see Sec-
tion SPM.4.1) and the greater political feasibility and durability of policies that have large co-benefits and small adverse
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side-effects. [4.8, 5.7, 6.6, 13.2, 15.2] Despite the growing attention in policymaking and the scientific literature since AR4,
the analytical and empirical underpinnings for understanding many of the interactive effects are under-developed [1.2,
3.6.3,4.2,4.8,5.7,6.6].

Sector-specific policies have been more widely used than economy-wide policies (medium evidence, high agree-
ment). Although most economic theory suggests that economy-wide policies for the singular objective of mitigation
would be more cost-effective than sector-specific policies, since AR4 a growing number of studies has demonstrated that
administrative and political barriers may make economy-wide policies harder to design and implement than sector-spe-
cific policies. The latter may be better suited to address barriers or market failures specific to certain sectors, and may be
bundled in packages of complementary policies. [6.3.6.5, 8.10, 9.10, 10.10, 15.2, 15.5, 15.8, 15.9]

Regulatory approaches and information measures are widely used, and are often environmentally effec-

tive (medium evidence, medium agreement). Examples of regulatory approaches include energy efficiency standards;
examples of information programmes include labelling programmes that can help consumers make better-informed deci-
sions. While such approaches have often been found to have a net social benefit, the scientific literature is divided on the
extent to which such policies can be implemented with negative private costs to firms and individuals. [Box 3.10, 15.5.5,
15.5.6] There is general agreement that rebound effects exist, whereby higher efficiency can lead to lower energy prices
and greater consumption, but there is low agreement in the literature on the magnitude [3.9.5,5.7.2, 14.4.2, 15.5.4].

Since AR4, cap and trade systems for GHGs have been established in a number of countries and regions. Their
short-run environmental effect has been limited as a result of loose caps or caps that have not proved to

be constraining (/imited evidence, medium agreement). This was related to factors such as the financial and economic
crisis that reduced energy demand, new energy sources, interactions with other policies, and regulatory uncertainty. In
principle, a cap and trade system can achieve mitigation in a cost-effective way; its implementation depends on national
circumstances. Though earlier programmes relied almost exclusively on grandfathering (free allocation of permits), auc-
tioning permits is increasingly applied. If allowances are auctioned, revenues can be used to address other investments
with a high social return, and/or reduce the tax and debt burden. [14.4.2, 15.5.3]

In some countries, tax-based policies specifically aimed at reducing GHG emissions—alongside technology
and other policies—have helped to weaken the link between GHG emissions and GDP (high confidence). In

a large group of countries, fuel taxes (although not necessarily designed for the purpose of mitigation) have effects

that are akin to sectoral carbon taxes [Table 15.2]. The demand reduction in transport fuel associated with a 1 % price
increase is 0.6 % to 0.8 % in the long run, although the short-run response is much smaller [15.5.2]. In some countries
revenues are used to reduce other taxes and/or to provide transfers to low-income groups. This illustrates the general
principle that mitigation policies that raise government revenue generally have lower social costs than approaches which
do not. While it has previously been assumed that fuel taxes in the transport sector are regressive, there have been a
number of other studies since AR4 that have shown them to be progressive, particularly in developing countries (medium
evidence, medium agreement). [3.6.3, 14.4.2, 15.5.2]

The reduction of subsidies for GHG-related activities in various sectors can achieve emission reductions,
depending on the social and economic context (high confidence). While subsidies can affect emissions in many sec-
tors, most of the recent literature has focused on subsidies for fossil fuels. Since AR4 a small but growing literature based
on economy-wide models has projected that complete removal of subsidies for fossil fuels in all countries could result in
reductions in global aggregate emissions by mid-century (medium evidence, medium agreement) [7.12, 13.13, 14.3.2,
15.5.2]. Studies vary in methodology, the type and definition of subsidies and the time frame for phase out considered. In
particular, the studies assess the impacts of complete removal of all fossil fuel subsidies without seeking to assess which
subsidies are wasteful and inefficient, keeping in mind national circumstances. Although political economy barriers are
substantial, some countries have reformed their tax and budget systems to reduce fuel subsidies. To help reduce possible
adverse effects on lower-income groups who often spend a large fraction of their income on energy services, many gov-
ernments have utilized lump-sum cash transfers or other mechanisms targeted on the poor. [15.5.2]



Interactions between or among mitigation policies may be synergistic or may have no additive effect on
reducing emissions (medium evidence, high agreement). For instance, a carbon tax can have an additive environmental
effect to policies such as subsidies for the supply of RE. By contrast, if a cap and trade system has a binding cap (suffi-
ciently stringent to affect emission-related decisions), then other policies such as RE subsidies have no further impact on
reducing emissions within the time period that the cap applies (although they may affect costs and possibly the viability
of more stringent future targets) (medium evidence, high agreement). In either case, additional policies may be needed to
address market failures relating to innovation and technology diffusion. [15.7]

Some mitigation policies raise the prices for some energy services and could hamper the ability of societ-
ies to expand access to modern energy services to underserved populations (low confidence). These potential
adverse side-effects can be avoided with the adoption of complementary policies (medium confidence). Most
notably, about 1.3 billion people worldwide do not have access to electricity and about 3 hillion are dependent on tradi-
tional solid fuels for cooking and heating with severe adverse effects on health, ecosystems and development. Provid-
ing access to modern energy services is an important sustainable development objective. The costs of achieving nearly
universal access to electricity and clean fuels for cooking and heating are projected to be between 72 and 95 billion USD
per year until 2030 with minimal effects on GHG emissions (limited evidence, medium agreement). A transition away
from the use of traditional biomass? and the more efficient combustion of solid fuels reduce air pollutant emissions, such
as sulfur dioxide (SO,), nitrogen oxides (NO,), carbon monoxide (CO), and black carbon (BC), and thus yield large health
benefits (high confidence). [4.3,6.6,7.9,9.3,9.7, 11.13.6, 16.8]

Technology policy complements other mitigation policies (high confidence). Technology policy includes technology-
push (e.g., publicly funded R&D) and demand-pull (e.g., governmental procurement programmes). Such policies address
market failures related to innovation and technology diffusion. [3.11, 15.6] Technology support policies have promoted
substantial innovation and diffusion of new technologies, but the cost-effectiveness of such policies is often difficult to
assess [2.6.5, 7.12, 9.10]. Nevertheless, program evaluation data can provide empirical evidence on the relative effective-
ness of different policies and can assist with policy design [15.6.5].

In many countries, the private sector plays central roles in the processes that lead to emissions as well as to
mitigation. Within appropriate enabling environments, the private sector, along with the public sector, can
play an important role in financing mitigation (medium evidence, high agreement). The share of total mitigation
finance from the private sector, acknowledging data limitations, is estimated to be on average between two-thirds and
three-fourths on the global level (2010-2012) (limited evidence, medium agreement). In many countries, public finance
interventions by governments and national and international development banks encourage climate investments by the
private sector [16.2.1] and provide finance where private sector investment is limited. The quality of a country’s enabling
environment includes the effectiveness of its institutions, regulations and guidelines regarding the private sector, security
of property rights, credibility of policies and other factors that have a substantial impact on whether private firms invest
in new technologies and infrastructures [16.3]. Dedicated policy instruments, for example, credit insurance, power
purchase agreements and feed-in tariffs, concessional finance or rebates, provide an incentive for investment by lowering
risks for private actors [16.4].

2 See WGIII AR5 Glossary.
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International cooperation

The United Nations Framework Convention on Climate Change (UNFCCC) is the main multilateral forum
focused on addressing climate change, with nearly universal participation. Other institutions organized at differ-
ent levels of governance have resulted in diversifying international climate change cooperation. [13.3.1, 13.4.1.4, 13.5]

Existing and proposed international climate change cooperation arrangements vary in their focus and degree
of centralization and coordination. They span: multilateral agreements, harmonized national policies and decentral-
ized but coordinated national policies, as well as regional and regionally-coordinated policies. [Figure TS.38, 13.4.1,
13.13.2, 14.4]

The Kyoto Protocol offers lessons towards achieving the ultimate objective of the UNFCCC, particularly with
respect to participation, implementation, flexibility mechanisms, and environmental effectiveness (medium
evidence, low agreement). [5.3.3,13.3.4, 13.7.2,13.13.1.1, 13.13.1.2, 14.3.7.1, Table TS.9]

UNFCCC activities since 2007 have led to an increasing number of institutions and other arrangements for
international climate change cooperation. [13.5.1.1, 13.13.1.3, 16.2.1]

Policy linkages among regional, national, and sub-national climate policies offer potential climate change
mitigation and adaptation benefits (medium evidence, medium agreement). Linkages can be established between
national policies, various instruments, and through regional cooperation. [13.3.1, 13.5.3, 13.6, 13.7, 13.13.2.3, 14.4,
Figure 13.4]

Various regional initiatives between the national and global scales are either being developed or imple-
mented, but their impact on global mitigation has been limited to date (medium confidence). Many climate
policies can be more effective if implemented across geographical regions. [13.13, 13.6, 14.4, 14.5]
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TS.1 Introduction and framing

‘Mitigation’, in the context of climate change, is a human interven-
tion to reduce the sources or enhance the sinks of greenhouse gases
(GHGs). One of the central messages from Working Groups | and |I
of the Intergovernmental Panel on Climate Change (IPCC) is that the
consequences of unchecked climate change for humans and natural
ecosystems are already apparent and increasing. The most vulnerable
systems are already experiencing adverse effects. Past GHG emissions
have already put the planet on a track for substantial further changes
in climate, and while there are many uncertainties in factors such as
the sensitivity of the climate system many scenarios lead to substantial
climate impacts, including direct harms to human and ecological well-
being that exceed the ability of those systems to adapt fully.

Box TS.1 | Many disciplines aid decision making on climate change

Something is dangerous if it leads to a significant risk of consider-
able harm. Judging whether human interference in the climate sys-
tem is dangerous therefore divides into two tasks. One is to esti-
mate the risk in material terms: what the material consequences of
human interference might be and how likely they are. The other is
to set a value on the risk: to judge how harmful it will be.

The first is a task for natural science, but the second is not [Section
3.1]. As the Synthesis Report of AR4 states, “Determining what
constitutes ‘dangerous anthropogenic interference with the cli-
mate system’ in relation to Article 2 of the UNFCCC involves value
judgements”. Judgements of value (valuations) are called for,

not just here, but at almost every turn in decision making about
climate change [3.2]. For example, setting a target for mitigation
involves judging the value of losses to people’s well-being in the
future, and comparing it with the value of benefits enjoyed now.
Choosing whether to site wind turbines on land or at sea requires
a judgement of the value of landscape in comparison with the
extra cost of marine turbines. To estimate the social cost of carbon
is to value the harm that GHG emissions do [3.9.4].

Different values often conflict, and they are often hard to weigh
against each other. Moreover, they often involve the conflicting
interests of different people, and are subject to much debate and
disagreement. Decision makers must therefore find ways to medi-
ate among different interests and values, and also among differing
viewpoints about values. [3.4, 3.5]

Social sciences and humanities can contribute to this process by
improving our understanding of values in ways that are illustrated

Technical Summary

Because mitigation is intended to reduce the harmful effects of climate
change, it is part of a broader policy framework that also includes
adaptation to climate impacts. Mitigation, together with adaptation to
climate change, contributes to the objective expressed in Article 2 of
the United Nations Framework Convention on Climate Change
(UNFCCQ) to stabilize “greenhouse gas concentrations in the atmo-
sphere at a level to prevent dangerous anthropogenic interference
with the climate system [...] within a time frame sufficient to allow
ecosystems to adapt [...] to ensure that food production is not threat-
ened and to enable economic development to proceed in a sustainable
manner”. However, Article 2 is hard to interpret, as concepts such as
‘dangerous’ and ‘sustainable’ have different meanings in different
decision contexts (see Box TS.1).! Moreover, natural science is unable
to predict precisely the response of the climate system to rising GHG

' Boxes throughout this summary provide background information on main research
concepts and methods that were used to generate insight.

in the boxes contained in this summary. The sciences of human
and social behaviour—among them psychology, political science,
sociology, and non-normative branches of economics—investi-
gate the values people have, how they change through time, how
they can be influenced by political processes, and how the process
of making decisions affects their acceptability. Other disciplines,
including ethics (moral philosophy), decision theory, risk analysis,
and the normative branch of economics, investigate, analyze, and
clarify values themselves [2.5, 3.4, 3.5, 3.6]. These disciplines offer
practical ways of measuring some values and trading off conflict-
ing interests. For example, the discipline of public health often
measures health by means of ‘disability-adjusted life years' [3.4.5].
Economics uses measures of social value that are generally based
on monetary valuation but can take account of principles of
distributive justice [3.6, 4.2, 4.7, 4.8]. These normative disciplines
also offer practical decision-making tools, such as expected util-
ity theory, decision analysis, cost-benefit and cost-effectiveness
analysis, and the structured use of expert judgment [2.5, 3.6, 3.7,
3.9].

There is a further element to decision making. People and
countries have rights and owe duties towards each other.
These are matters of justice, equity, or fairness. They fall within
the subject matter of moral and political philosophy, jurispru-
dence, and economics. For example, some have argued that
countries owe restitution for the harms that result from their
past GHG emissions, and it has been debated, on jurispruden-
tial and other grounds, whether restitution is owed only for
harms that result from negligent or blameworthy GHG emis-
sions. [3.3, 4.6]
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concentrations nor fully understand the harm it will impose on indi-
viduals, societies, and ecosystems. Article 2 requires that societies bal-
ance a variety of considerations—some rooted in the impacts of cli-
mate change itself and others in the potential costs of mitigation and
adaptation. The difficulty of that task is compounded by the need to
develop a consensus on fundamental issues such as the level of risk
that societies are willing to accept and impose on others, strategies for
sharing costs, and how to balance the numerous tradeoffs that arise
because mitigation intersects with many other goals of societies. Such
issues are inherently value-laden and involve different actors who
have varied interests and disparate decision-making power.

The Working Group IIl (WGIII) contribution to the IPCC's Fifth Assessment
Report (AR5) assesses literature on the scientific, technological, environ-
mental, economic and social aspects of mitigation of climate change.
It builds upon the WGIII contribution to the IPCC's Fourth Assessment
Report (AR4), the Special Report on Renewable Energy Sources and Cli-
mate Change Mitigation (SRREN) and previous reports and incorporates
subsequent new findings and research. Throughout, the focus is on the
implications of its findings for policy, without being prescriptive about
the particular policies that governments and other important partici-
pants in the policy process should adopt. In light of the IPCC's mandate,
authors in WGIIl were guided by several principles when assembling this
assessment: (1) to be explicit about mitigation options, (2) to be explicit
about their costs and about their risks and opportunities vis-a-vis other
development priorities, (3) and to be explicit about the underlying crite-
ria, concepts, and methods for evaluating alternative policies.

The remainder of this summary offers the main findings of this report.
The degree of certainty in findings, as in the reports of all three IPCC
Working Groups, is based on the author teams’ evaluations of underly-
ing scientific understanding and is expressed as a qualitative level of
confidence (from very low to very high) and, when possible, proba-
bilistically with a quantified likelihood (from exceptionally unlikely to
virtually certain). Confidence in the validity of a finding is based on the
type, amount, quality, and consistency of evidence (e.g., data, mecha-
nistic understanding, theory, models, expert judgment) and the degree
of agreement. Probabilistic estimates of quantified measures of uncer-
tainty in a finding are based on statistical analysis of observations or
model results, or both, and expert judgment.2 Where appropriate, find-

2 The following summary terms are used to describe the available evidence: limited,
medium, or robust; and for the degree of agreement: low, medium, or high. A level
of confidence is expressed using five qualifiers: very low, low, medium, high, and
very high, and typeset in italics, e.q., medium confidence. For a given evidence and
agreement statement, different confidence levels can be assigned, but increas-
ing levels of evidence and degrees of agreement are correlated with increasing
confidence. The following terms have been used to indicate the assessed likeli-
hood of an outcome or a result: virtually certain 99—100 % probability, very likely
90—-100 %, likely 66—100 %, about as likely as not 33—66 %, unlikely 0-33 %,
very unlikely 0—10 %, exceptionally unlikely 0—1 %. Additional terms (more likely
than not > 50—100 %, and more unlikely than likely 0 —< 50 %) may also be used
when appropriate. Assessed likelihood is typeset in italics, e.g., very likely. For
more details, please refer to the Guidance Note for Lead Authors of the IPCC Fifth
Assessment Report on Consistent Treatment of Uncertainties, available at http:/
www.ipcc.ch/pdf/supporting-material/uncertainty-guidance-note.pdf.
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ings are also formulated as statements of fact without using uncer-
tainty qualifiers. Within paragraphs of this summary, the confidence,
evidence, and agreement terms given for a bolded finding apply to
subsequent statements in the paragraph, unless additional terms are
provided. References in [square brackets] indicate chapters, sections,
figures, tables, and boxes where supporting evidence in the underlying
report can be found.

This section continues with providing a framing of important con-
cepts and methods that help to contextualize the findings presented
in subsequent sections. Section TS.2 presents evidence on past trends
in stocks and flows of GHGs and the factors that drive emissions at the
global, regional, and sectoral scales including economic growth, tech-
nology, or population changes. Section TS.3.1 provides findings from
studies that analyze the technological, economic, and institutional
requirements of long-term mitigation scenarios. Section TS.3.2 provides
details on mitigation measures and policies that are used within and
across different economic sectors and human settlements. Section TS.4
summarizes insights on the interactions of mitigation policies between
governance levels, economic sectors, and instrument types.

Climate change is a global commons problem that implies the
need for international cooperation in tandem with local,
national, and regional policies on many distinct matters. Because
the GHG emissions of any agent (individual, company, country) affect
every other agent, an effective outcome will not be achieved if indi-
vidual agents advance their interests independently of others. Interna-
tional cooperation can contribute by defining and allocating rights and
responsibilities with respect to the atmosphere [Sections 1.2.4, 3.1,
4.2, 13.2.1]. Moreover, research and development (R&D) in support of
mitigation is a public good, which means that international coopera-
tion can play a constructive role in the coordinated development and
diffusion of technologies [1.4.4, 3.11, 13.9, 14.4.3]. This gives rise to
separate needs for cooperation on R&D, opening up of markets, and
the creation of incentives to encourage private firms to develop and
deploy new technologies and households to adopt them.

International cooperation on climate change involves ethical
considerations, including equitable effort-sharing. Countries have
contributed differently to the build-up of GHG in the atmosphere, have
varying capacities to contribute to mitigation and adaptation, and have
different levels of vulnerability to climate impacts. Many less developed
countries are exposed to the greatest impacts but have contributed least
to the problem. Engaging countries in effective international cooperation
may require strategies for sharing the costs and benefits of mitigation
in ways that are perceived to be equitable [4.2]. Evidence suggests that
perceived fairness can influence the level of cooperation among individ-
uals, and that finding may suggest that processes and outcomes seen as
fair will lead to more international cooperation as well [3.10, 13.2.2.4].
Analysis contained in the literature of moral and political philosophy
can contribute to resolving ethical questions raised by climate change
[3.2, 3.3, 3.4]. These questions include how much overall mitigation is
needed to avoid ‘dangerous interference with the climate system’ (Box
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Box TS.2 | Mitigation brings both market and non-market benefits to humanity

The impacts of mitigation consist in the reduction or elimination

of some of the effects of climate change. Mitigation may improve
people’s livelihood, their health, their access to food or clean water,
the amenities of their lives, or the natural environment around them.

Mitigation can improve human well-being through both market
and non-market effects. Market effects result from changes in
market prices, in people’s revenues or net income, or in the quality
or availability of market commodities. Non-market effects result
from changes in the quality or availability of non-marketed goods
such as health, quality of life, culture, environmental quality,
natural ecosystems, wildlife, and aesthetic values. Each impact

of climate change can generate both market and non-market
damages. For example, a heat wave in a rural area may cause heat
stress for exposed farm labourers, dry up a wetland that serves as
a refuge for migratory birds, or kill some crops and damage others.
Avoiding these damages is a benefit of mitigation. [3.9]

Economists often use monetary units to value the damage
done by climate change and the benefits of mitigation. The

TS.1) [3.1], how the effort or cost of mitigating climate change should
be shared among countries and between the present and future [3.3,
3.6, 4.6], how to account for such factors as historical responsibility for
GHG emissions [3.3, 4.6], and how to choose among alternative policies
for mitigation and adaptation [3.4, 3.5, 3.6, 3.7]. Ethical issues of well-
being, justice, fairess, and rights are all involved. Ethical analysis can
identify the different ethical principles that underlie different viewpoints,
and distinguish correct from incorrect ethical reasoning [3.3, 3.4].

Evaluation of mitigation options requires taking into account
many different interests, perspectives, and challenges between
and within societies. Mitigation engages many different agents, such
as governments at different levels—regionally [14.1], nationally and
locally [15.1], and through international agreements [13.1]—as well
as households, firms, and other non-governmental actors. The intercon-
nections between different levels of decision making and among dif-
ferent actors affect the many goals that become linked with climate
policy. Indeed, in many countries the policies that have (or could have)
the largest impact on emissions are motivated not solely by concerns
surrounding climate change. Of particular importance are the interac-
tions and perceived tensions between mitigation and development
[4.1, 14.1]. Development involves many activities, such as enhancing
access to modern energy services [7.9.1, 14.3.2, 16.8], the building of
infrastructures [12.1], ensuring food security [11.1], and eradicating
poverty [4.1]. Many of these activities can lead to higher emissions,
if achieved by conventional means. Thus, the relationships between
development and mitigation can lead to political and ethical conun-

monetized value of a benefit to a person is the amount of
income the person would be willing to sacrifice in order to get
it, or alternatively the amount she would be willing to accept
as adequate compensation for not getting it. The monetized
value of a harm is the amount of income she would be will-
ing to sacrifice in order to avoid it, or alternatively the amount
she would be willing to accept as adequate compensation for
suffering it. Economic measures seek to capture how strongly
individuals care about one good or service relative to another,
depending on their individual interests, outlook, and economic
circumstances. [3.9]

Monetary units can be used in this way to measure costs and
benefits that come at different times and to different people. But
it cannot be presumed that a dollar to one person at one time
can be treated as equivalent to a dollar to a different person or
at a different time. Distributional weights may need to be applied
between people [3.6.1], and discounting (see Box TS.10) may be
appropriate between times. [3.6.2]

drums, especially for developing countries, when mitigation is seen as
exacerbating urgent development challenges and adversely affecting
the current well-being of their populations [4.1]. These conundrums
are examined throughout this report, including in special boxes high-
lighting the concerns of developing countries.

Economic evaluation can be useful for policy design and be
given a foundation in ethics, provided appropriate distribu-
tional weights are applied. While the limitations of economics are
widely documented [2.4, 3.5], economics nevertheless provides use-
ful tools for assessing the pros and cons of mitigation and adaptation
options. Practical tools that can contribute to decision making include
cost-benefit analysis, cost-effectiveness analysis, multi-criteria analysis,
expected utility theory, and methods of decision analysis [2.5, 3.7.2].
Economic valuation (see Box TS.2) can be given a foundation in ethics,
provided distributional weights are applied that take proper account
of the difference in the value of money to rich and poor people [3.6].
Few empirical applications of economic valuation to climate change
have been well-founded in this respect [3.6.1]. The literature provides
significant guidance on the social discount rate for consumption (see
Box TS.10), which is in effect inter-temporal distributional weighting. It
suggests that the social discount rate depends in a well-defined way
primarily on the anticipated growth in per capita income and inequal-
ity aversion [3.6.2].

Most climate policies intersect with other societal goals, either
positively or negatively, creating the possibility of ‘co-benefits’
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Box TS.3 | Deliberative and intuitive thinking are inputs to effective risk management

When people—from individual voters to key decision makers in
firms to senior government policymakers—make choices that
involve risk and uncertainty, they rely on deliberative as well intui-
tive thought processes. Deliberative thinking is characterized by
the use of a wide range of formal methods to evaluate alternative
choices when probabilities are difficult to specify and/or outcomes
are uncertain. They can enable decision makers to compare choices
in a systematic manner by taking into account both short and
long-term consequences. A strength of these methods is that they
help avoid some of the well-known pitfalls of intuitive thinking,
such as the tendency of decision makers to favour the status quo.
A weakness of these deliberative decision aids is that they are
often highly complex and require considerable time and attention.

Most analytically based literature, including reports such as this
one, is based on the assumption that individuals undertake delib-
erative and systematic analyses in comparing options. However,
when making mitigation and adaptation choices, people are also
likely to engage in intuitive thinking. This kind of thinking has the
advantage of requiring less extensive analysis than deliberative

or ‘adverse side-effects’. Since the publication of AR4, a substantial
body of literature has emerged looking at how countries that engage
in mitigation also address other goals, such as local environmental
protection or energy security, as a ‘co-benefit’ and conversely [1.2.1,
6.6.1, 4.8]. This multi-objective perspective is important because it
helps to identify areas where political, administrative, stakeholder, and
other support for policies that advance multiple goals will be robust.
Moreover, in many societies the presence of multiple objectives may
make it easier for governments to sustain the political support needed
for mitigation [15.2.3]. Measuring the net effect on social welfare (see
Box TS.11) requires examining the interaction between climate policies
and pre-existing other policies [3.6.3, 6.3.6.5].

Mitigation efforts generate tradeoffs and synergies with other
societal goals that can be evaluated in a sustainable develop-
ment framework. The many diverse goals that societies value are
often called ‘sustainable development’. A comprehensive assessment
of climate policy therefore involves going beyond a narrow focus on
distinct mitigation and adaptation options and their specific co-bene-
fits and adverse side-effects. Instead it entails incorporating climate
issues into the design of comprehensive strategies for equitable and
sustainable development at regional, national, and local levels [4.2,
4.5]. Maintaining and advancing human well-being, in particular over-
coming poverty and reducing inequalities in living standards, while
avoiding unsustainable patterns of consumption and production, are
fundamental aspects of equitable and sustainable development [4.4,
4.6, 4.8]. Because these aspects are deeply rooted in how societies for-

40

thinking. However, relying on one’s intuition may not lead one to
characterize problems accurately when there is limited past expe-
rience. Climate change is a policy challenge in this regard since it
involves large numbers of complex actions by many diverse actors,
each with their own values, goals, and objectives. Individuals are
likely to exhibit well-known patterns of intuitive thinking such

as making choices related to risk and uncertainty on the basis

of emotional reactions and the use of simplified rules that have
been acquired by personal experience. Other tendencies include
misjudging probabilities, focusing on short time horizons, and
utilizing rules of thumb that selectively attend to subsets of goals
and objectives. [2.4]

By recognizing that both deliberative and intuitive modes of deci-
sion making are prevalent in the real world, risk management pro-
grammes can be developed that achieve their desired impacts. For
example, alternative frameworks that do not depend on precise
specification of probabilities and outcomes can be considered in
designing mitigation and adaptation strategies for climate change.
[2.4,2.5,2.6]

mulate and implement economic and social policies generally, they are
critical to the adoption of effective climate policy.

Variations in goals reflect, in part, the fact that humans perceive
risks and opportunities differently. Individuals make their decisions
based on different goals and objectives and use a variety of different
methods in making choices between alternative options. These choices
and their outcomes affect the ability of different societies to cooperate
and coordinate. Some groups put greater emphasis on near-term eco-
nomic development and mitigation costs, while others focus more on
the longer-term ramifications of climate change for prosperity. Some
are highly risk averse while others are more tolerant of dangers. Some
have more resources to adapt to climate change and others have
fewer. Some focus on possible catastrophic events while others ignore
extreme events as implausible. Some will be relative winners, and
some relative losers from particular climate changes. Some have more
political power to articulate their preferences and secure their interests
and others have less. Since AR4, awareness has grown that such con-
siderations—long the domain of psychology, behavioural economics,
political economy, and other disciplines—need to be taken into
account in assessing climate policy (see Box TS.3). In addition to the
different perceptions of climate change and its risks, a variety of norms
can also affect what humans view as acceptable behaviour. Awareness
has grown about how such norms spread through social networks and
ultimately affect activities, behaviours and lifestyles, and thus develop-
ment pathways, which can have profound impacts on GHG emissions
and mitigation policy. [1.4.2, 2.4, 3.8, 3.10, 4.3]
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Box TS.4 | 'Fat tails': unlikely vs. likely outcomes in understanding the value of mitigation

What has become known as the ‘fat-tails’ problem relates to uncer-
tainty in the climate system and its implications for mitigation and
adaptation policies. By assessing the chain of structural uncertain-
ties that affect the climate system, the resulting compound probabil-
ity distribution of possible economic damage may have a fat right
tail. That means that the probability of damage does not decline
with increasing temperature as quickly as the consequences rise.

The significance of fat tails can be illustrated for the distribution
of temperature that will result from a doubling of atmospheric
carbon dioxide (CO,) (climate sensitivity). IPCC Working Group

| (WGI) estimates may be used to calibrate two possible dis-
tributions, one fat-tailed and one thin-tailed, that each have a
median temperature change of 3°C and a 15 % probability of a
temperature change in excess of 4.5 °C. Although the probability
of exceeding 4.5 °C is the same for both distributions, likelihood
drops off much more slowly with increasing temperature for the

Effective climate policy involves building institutions and
capacity for governance. While there is strong evidence that a tran-
sition to a sustainable and equitable path is technically feasible, chart-
ing an effective and viable course for climate change mitigation is not
merely a technical exercise. It will involve myriad and sequential deci-
sions among states and civil society actors. Such a process benefits
from the education and empowerment of diverse actors to participate
in systems of decision making that are designed and implemented
with procedural equity as a deliberate objective. This applies at the
national as well as international levels, where effective governance
relating to global common resources, in particular, is not yet mature.
Any given approach has potential winners and losers. The political
feasibility of that approach will depend strongly on the distribution of
power, resources, and decision-making authority among the potential
winners and losers. In a world characterized by profound disparities,
procedurally equitable systems of engagement, decision making and
governance may help enable a polity to come to equitable solutions to
the sustainable development challenge. [4.3]

Effective risk management of climate change involves consider-
ing uncertainties in possible physical impacts as well as human
and social responses. Climate change mitigation and adaptation is
a risk management challenge that involves many different decision-
making levels and policy choices that interact in complex and often
unpredictable ways. Risks and uncertainties arise in natural, social, and
technological systems. As Box TS.3 explains, effective risk management
strategies not only consider people’s values, and their intuitive decision
processes but utilize formal models and decision aids for systemati-
cally addressing issues of risk and uncertainty [2.4, 2.5]. Research on
other such complex and uncertainty-laden policy domains suggest the

fat-tailed compared to the thin-tailed distribution. For example,
the probability of temperatures in excess of 8 °C is nearly ten
times greater with the chosen fat-tailed distribution than with
the thin-tailed distribution. If temperature changes are character-
ized by a fat tailed distribution, and events with large impact may
occur at higher temperatures, then tail events can dominate the
computation of expected damages from climate change.

In developing mitigation and adaptation policies, there is value in
recognizing the higher likelihood of tail events and their con-
sequences. In fact, the nature of the probability distribution of
temperature change can profoundly change how climate policy

is framed and structured. Specifically, fatter tails increase the
importance of tail events (such as 8 °C warming). While research
attention and much policy discussion have focused on the most
likely outcomes, it may be that those in the tail of the probability
distribution are more important to consider. [2.5, 3.9.2]

importance of adopting policies and measures that are robust across
a variety of criteria and possible outcomes [2.5]. As detailed in Box
TS.4, a special challenge arises with the growing evidence that cli-
mate change may result in extreme impacts whose trigger points
and outcomes are shrouded in high levels of uncertainty [2.5, 3.9.2].
A risk management strategy for climate change will require integrat-
ing responses in mitigation with different time horizons, adaptation to
an array of climate impacts, and even possible emergency responses
such as ‘geoengineering’ in the face of extreme climate impacts [1.4.2,
3.3.7, 6.9, 13.4.4]. In the face of potential extreme impacts, the ability
to quickly offset warming could help limit some of the most extreme
climate impacts although deploying these geoengineering systems
could create many other risks (see Section TS.3.1.3). One of the cen-
tral challenges in developing a risk management strategy is to have it
adaptive to new information and different governing institutions [2.5].

TS.2 Trends in stocks and
flows of greenhouse
gases and their drivers

This section summarizes historical GHG emissions trends and their
underlying drivers. As in most of the underlying literature, all aggre-
gate GHG emissions estimates are converted to CO,-equivalents based
on Global Warming Potentials with a 100-year time horizon (GWP,,,)
(Box TS.5). The majority of changes in GHG emissions trends that are
observed in this section are related to changes in drivers such as eco-

41




Technical Summary

Total Annual Anthropogenic GHG Emissions by Groups of Gases 1970-2010
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Figure TS.1] Total annual anthropogenic GHG emissions (GtCO,eq/yr) by groups of gases 1970—-2010: carbon dioxide (CO,) from fossil fuel combustion and industrial processes;
CO, from Forestry and Other Land Use* (FOLU); methane (CH,); nitrous oxide (N,0); fluorinated gases® covered under the Kyoto Protocol (F-gases). At the right side of the figure,
GHG emissions in 2010 are shown again broken down into these components with the associated uncertainties (90 % confidence interval) indicated by the error bars. Total anthro-
pogenic GHG emissions uncertainties are derived from the individual gas estimates as described in Chapter 5 [5.2.3.6]. Emissions are converted into CO,-equivalents based on
Global Warming Potentials with a 100-year time horizon (GWP,,) from the IPCC Second Assessment Report (SAR). The emissions data from FOLU represents land-based CO, emis-
sions from forest and peat fires and decay that approximate to the net CO, flux from FOLU as described in Chapter 11 of this report. Average annual GHG emissions growth rates
for the four decades are highlighted with the brackets. The average annual growth rate from 1970 to 2000 is 1.3 %. [Figure 1.3]

nomic growth, technological change, human behaviour, or population
growth. But there are also some smaller changes in GHG emissions
estimates that are due to refinements in measurement concepts and
methods that have happened since AR4. There is a growing body of
literature on uncertainties in global GHG emissions data sets. This sec-
tion tries to make these uncertainties explicit and reports variations in
estimates across global data sets wherever possible.

TS.2.1  Greenhouse gas emission trends

Total anthropogenic GHG emissions have risen more rapidly
from 2000 to 2010 than in the previous three decades (high
confidence). Total anthropogenic GHG emissions were the highest in
human history from 2000 to 2010 and reached 49 (+4.5) gigatonnes
CO,-equivalents per year (GtCO,eq/yr) in 2010.3 Current trends are at
the high end of levels that had been projected for this last decade.
GHG emissions growth has occurred despite the presence of a wide
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array of multilateral institutions as well as national policies aimed at
mitigation. From 2000 to 2010, GHG emissions grew on average by
1.0 GtCO,eq (2.2 %) per year compared to 0.4 GtCO,eq (1.3 %) per
year over the entire period from 1970 to 2000 (Figure TS.1). The global
economic crisis 2007/2008 has only temporarily reduced GHG emis-
sions. [1.3,5.2, 13.3, 15.2.2, Figure 15.1]

> In this summary, uncertainty in historic GHG emissions data is reported using
90 % uncertainty intervals unless otherwise stated. GHG emissions levels are
rounded to two significant digits throughout this document; as a consequence,
small differences in sums due to rounding may occur.

4 FOLU (Forestry and Other Land Use)—also referred to as LULUCF (Land Use,
Land-Use Change, and Forestry)—is the subset of Agriculture, Forestry, and Other
Land Use (AFOLU) emissions and removals of GHGs related to direct human-
induced land use, land-use change and forestry activities excluding agricultural
emissions (see WGIII AR5 Glossary).

> In this report, data on non-CO, GHGs, including fluorinated gases, are taken from
the EDGAR database (see Annex 11.9), which covers substances included in the
Kyoto Protocol in its first commitment period.
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Total Anthropogenic CO, Emissions from Fossil Fuel Combustion, Flaring, Cement, as well as Forestry and Other Land Use (FOLU)
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Figure TS.2| Historical anthropogenic CO, emissions from fossil fuel combustion, flaring, cement, and Forestry and Other Land Use (FOLU)* in five major world regions: OECD-
1990 (blue); Economies in Transition (yellow); Asia (green); Latin America and Caribbean (red); Middle East and Africa (brown). Emissions are reported in gigatonnes of CO, per
year (GtCO,/yr). Left panels show regional CO, emissions 1750—2010 from: (a) the sum of all CO, sources (c+e); (c) fossil fuel combustion, flaring, and cement; and (e) FOLU.
The right panels report regional contributions to cumulative CO, emissions over selected time periods from: (b) the sum of all CO, sources (d+f); (d) fossil fuel combustion, flaring
and cement; and (f) FOLU. Error bars on panels (b), (d) and (f) give an indication of the uncertainty range (90 % confidence interval). See Annex I1.2.2 for definitions of regions.
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Greenhouse Gas Emissions by Economic Sectors
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Figure TS.3| Total anthropogenic GHG emissions (GtCO, eq/yr) by economic sectors and country income groups. Upper panel: Circle shows direct GHG emission shares (in % of
total anthropogenic GHG emissions) of five major economic sectors in 2010. Pull-out shows how indirect CO, emission shares (in % of total anthropogenic GHG emissions) from
electricity and heat production are attributed to sectors of final energy use. ‘Other Energy’ refers to all GHG emission sources in the energy sector other than electricity and heat
production. Lower panel: Total anthropogenic GHG emissions in 1970, 1990 and 2010 by five major economic sectors and country income groups. ‘Bunkers’ refer to GHG emissions
from international transportation and thus are not, under current accounting systems, allocated to any particular nation’s territory. The emissions data from Agriculture, Forestry and
Other Land Use (AFOLU) includes land-based CO, emissions from forest and peat fires and decay that approximate to the net CO, flux from the Forestry and Other Land Use (FOLU)
sub-sector as described in Chapter 11 of this report. Emissions are converted into CO,-equivalents based on Global Warming Potentials with a 100-year time horizon (GWP,,,) from
the IPCC Second Assessment Report (SAR). Assignment of countries to income groups is based on the World Bank income classification in 2013. For details see Annex 11.2.3. Sector
definitions are provided in Annex 11.9.1. [Figure 1.3, Figure 1.6]
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Figure TS.4| Trends in GHG emissions by country income groups. Left panel: Total annual anthropogenic GHG emissions from 1970 to 2010 (GtCO,eq/yr). Middle panel: Trends in
annual per capita mean and median GHG emissions from 1970 to 2010 (tCO,eq/cap/yr). Right panel: Distribution of annual per capita GHG emissions in 2010 of countries within
each country income group (tCO,/cap/yr). Mean values show the GHG emissions levels weighed by population. Median values describe GHG emissions levels per capita of the
country at the 50th percentile of the distribution within each country income group. Emissions are converted into CO,-equivalents based on Global Warming Potentials with a 100-
year time horizon (GWP,,,) from the IPCC Second Assessment Report (SAR). Assignment of countries to country income groups is based on the World Bank income classification in

2013. For details see Annex 11.2.3. [Figures 1.4, 1.8]

CO, emissions from fossil fuel combustion and industrial pro-
cesses contributed about 78% to the total GHG emissions
increase from 1970 to 2010, with similar percentage contribu-
tion for the period 2000-2010 (high confidence). Fossil fuel-related
CO, emissions reached 32 (+2.7) GtCO,/yr in 2010 and grew further
by about 3% between 2010 and 2011 and by about 1-2 % between
2011 and 2012. Since AR4, the shares of the major groups of GHG
emissions have remained stable. Of the 49 (+4.5) GtCO,eq/yr in total
anthropogenic GHG emissions in 2010, CO, remains the major GHG
accounting for 76 % (38+3.8 GtCO,eq/yr) of total anthropogenic GHG
emissions. 16% (7.8+1.6 GtCO,eq/yr) come from methane (CH,),
6.2% (3.1£1.9 GtCO,eq/yr) from nitrous oxide (N,0), and 2.0%
(1.0+£0.2 GtCO,eq/yr) from fluorinated gases (Figure TS.1).° Using the
most recent GWP,, values from the AR5 [WGI 8.7] global GHG emis-
sions totals would be slightly higher (52 GtCO,eq/yr) and non-CO,
emission shares would be 20% for CH,, 5.0% for N,0 and 2.2 % for
F-gases. Emission shares are sensitive to the choice of emission metric
and time horizon, but this has a small influence on global, long-term
trends. If a shorter, 20-year time horizon were used, then the share
of CO, would decline to just over 50% of total anthropogenic GHG
emissions and short-lived gases would rise in relative importance. As
detailed in Box TS.5, the choice of emission metric and time horizon
involves explicit or implicit value judgements and depends on the pur-
pose of the analysis. [1.2, 3.9, 5.2]

Over the last four decades total cumulative CO, emissions have
increased by a factor of 2 from about 910 GtCO, for the period
1750-1970 to about 2000 GtCO, for 1750-2010 (high confi-
dence). In 1970, the cumulative CO, emissions from fossil fuel combus-
tion, cement production and flaring since 1750 was 420 (£35) GtCO,;
in 2010 that cumulative total had tripled to 1300 (+110) GtCO, (Fig-
ure TS.2). Cumulative CO, emissions associated with FOLU* since 1750
increased from about 490 (+180) GtCO, in 1970 to approximately 680
(£300) GtCO, in 2010. [5.2]

Regional patterns of GHG emissions are shifting along with
changes in the world economy (high confidence). Since 2000,
GHG emissions have been growing in all sectors, except Agriculture,
Forestry and Other Land Use (AFOLU)* where positive and negative
emission changes are reported across different databases and uncer-
tainties in the data are high. More than 75 % of the 10 Gt increase in
annual GHG emissions between 2000 and 2010 was emitted in the
energy supply (47 %) and industry (30%) sectors (see Annex I1.9.]
for sector definitions). 5.9 GtCO,eq of this sectoral increase occurred
in upper-middle income countries,® where the most rapid economic
development and infrastructure expansion has taken place. GHG
emissions growth in the other sectors has been more modest in abso-
lute (0.3—1.1 Gt CO,eq) as well as in relative terms (3 %-11%). [1.3,
5.3, Figure 5.18]

®  When countries are assigned to income groups in this summary, the World Bank
income classification for 2013 is used. For details see Annex 11.2.3.
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Figure TS.5| Total annual CO, emissions (GtCO,/yr) from fossil fuel combustion for
country income groups attributed on the basis of territory (solid line) and final con-
sumption (dotted line). The shaded areas are the net CO, trade balances (differences)
between each of the four country income groups and the rest of the world. Blue shading
indicates that the country income group is a net importer of embodied CO, emissions,
leading to consumption-based emission estimates that are higher than traditional ter-
ritorial emission estimates. Orange indicates the reverse situation—the country income
group is a net exporter of embodied CO, emissions. Assignment of countries to country
income groups is based on the World Bank income classification in 2013. For details see
Annex 11.2.3. [Figure 1.5]

Current GHG emission levels are dominated by contributions
from the energy supply, AFOLU, and industry sectors; indus-
try and buildings gain considerably in importance if indirect
emissions are accounted for (robust evidence, high agreement).
Of the 49 (+4.5) GtCO,eq emissions in 2010, 35% (17 GtCO,eq)
of GHG emissions were released in the energy supply sector, 24 %
(12 GtCO,eq, net emissions) in AFOLU, 21 % (10 GtCO,eq) in indus-
try, 14% (7.0 GtCO,eq) in transport, and 6.4% (3.2 GtCO,eq) in
buildings. When indirect emissions from electricity and heat produc-
tion are assigned to sectors of final energy use, the shares of the
industry and buildings sectors in global GHG emissions grow to 31 %
and 19%,? respectively (Figure TS.3 upper panel). [1.3, 7.3, 8.2, 9.2,
10.3,11.2]

Per capita GHG emissions in 2010 are highly unequal (high confi-
dence). In 2010, median per capita GHG emissions (1.4 tCO,eq/cap/yr)
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for the group of low-income countries are around nine times lower
than median per capita GHG emissions (13 tCO,eq/cap/yr) of high-
income countries (Figure TS.4).6 For low-income countries, the largest
part of GHG emissions comes from AFOLU; for high-income countries,
GHG emissions are dominated by sources related to energy supply and
industry (Figure TS.3 lower panel). There are substantial variations in
per capita GHG emissions within country income groups with emis-
sions at the 90th percentile level more than double those at the 10th
percentile level. Median per capita emissions better represent the
typical country within a country income group comprised of heteroge-
neous members than mean per capita emissions. Mean per capita GHG
emissions are different from median mainly in low-income countries
as individual low-income countries have high per capita emissions due
to large CO, emissions from land-use change (Figure TS.4, right panel).
[1.3,5.2,5.3]

A growing share of total anthropogenic CO, emissions is
released in the manufacture of products that are traded across
international borders (medium evidence, high agreement). Since
AR4, several data sets have quantified the difference between tradi-
tional ‘territorial’ and ‘consumption-based’ emission estimates that
assign all emission released in the global production of goods and
services to the country of final consumption (Figure TS.5). A growing
share of CO, emissions from fossil fuel combustion in middle income
countries is released in the production of goods and services exported,
notably from upper middle income countries to high income countries.
Total annual industrial CO, emissions from the non-Annex | group now
exceed those of the Annex | group using territorial and consumption-
based accounting methods, but per-capita emissions are still markedly
higher in the Annex | group. [1.3, 5.3]

Regardless of the perspective taken, the largest share of
anthropogenic CO, emissions is emitted by a small number
of countries (high confidence). In 2010, 10 countries accounted for
about 70 % of CO, emissions from fossil fuel combustion and industrial
processes. A similarly small number of countries emit the largest share
of consumption-based CO, emissions as well as cumulative CO, emis-
sions going back to 1750. [1.3]

The upward trend in global fossil fuel related CO, emissions is
robust across databases and despite uncertainties (high confi-
dence). Global CO, emissions from fossil fuel combustion are known
within 8% uncertainty. CO, emissions related to FOLU have very large
uncertainties attached in the order of 50 %. Uncertainty for global
emissions of methane (CH,), nitrous oxide (N,0), and the fluorinated
gases has been estimated as 20 %, 60 %, and 20 %. Combining these
values yields an illustrative total global GHG uncertainty estimate
of about 10% (Figure TS.1). Uncertainties can increase at finer spa-
tial scales and for specific sectors. Attributing GHG emissions to the
country of final consumption increases uncertainties, but literature on
this topic is just emerging. GHG emissions estimates in the AR4 were
5-10% higher than the estimates reported here, but lie within the
estimated uncertainty range.? [5.2]
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Box TS.5 | Emissions metrics depend on value judgements and contain wide uncertainties

Emission metrics provide ‘exchange rates’ for measuring

the contributions of different GHGs to climate change. Such
exchange rates serve a variety of purposes, including apportion-
ing mitigation efforts among several gases and aggregating
emissions of a variety of GHGs. However, there is no metric that
is both conceptually correct and practical to implement. Because
of this, the choice of the appropriate metric depends on the
application or policy at issue. [3.9.6]

GHGs differ in their physical characteristics. For example, per

unit mass in the atmosphere, methane (CH,) causes a stronger
instantaneous radiative forcing than CO,, but it remains in the
atmosphere for a much shorter time. Thus, the time profiles of
climate change brought about by different GHGs are different and
consequential. Determining how emissions of different GHGs are
compared for mitigation purposes involves comparing the result-
ing temporal profiles of climate change from each gas and making
value judgments about the relative significance to humans of
these profiles, which is a process fraught with uncertainty. [3.9.6;
WGl 8.7]

A commonly used metric is the Global Warming Potential (GWP).
It is defined as the accumulated radiative forcing within a specific
time horizon (e.g., 100 years—GWP, ), caused by emitting one
kilogram of the gas, relative to that of the reference gas CO,. This
metric is used to transform the effects of different GHG emissions
to a common scale (CO,-equivalents)." One strength of the GWP is

' In this summary, all quantities of GHG emissions are expressed in CO,-equiva-
lent (CO,eq) emissions that are calculated based on GWP;,. Unless otherwise
stated, GWP values for different gases are taken from IPCC Second Assess-
ment Report (SAR). Although GWP values have been updated several times
since, the SAR values are widely used in policy settings, including the Kyoto
Protocol, as well as in many national and international emission accounting
systems. Modelling studies show that the changes in GWP,, values from
SAR to AR4 have little impact on the optimal mitigation strategy at the global
level. [6.3.2.5, Annex 11.9.1]

TS.2.2  Greenhouse gas emission drivers

This section examines the factors that have, historically, been associated
with changes in GHG emissions levels. Typically, such analysis is based
on a decomposition of total GHG emissions into various components
such as growth in the economy (Gross Domestic Product (GDP)/capita),
growth in the population (capita), the energy intensity needed per unit of
economic output (energy/GDP) and the GHG emissions intensity of that
enerqgy (GHGs/energy). As a practical matter, due to data limitations and
the fact that most GHG emissions take the form of CO, from industry and
energy, almost all this research focuses on CO, from those sectors.

that it can be calculated in a relatively transparent and straight-
forward manner. However, there are also limitations, including the
requirement to use a specific time horizon, the focus on cumula-
tive forcing, and the insensitivity of the metric to the temporal
profile of climate effects and its significance to humans. The choice
of time horizon is particularly important for short-lived gases,
notably methane: when computed with a shorter time horizon for
GWP, their share in calculated total warming effect is larger and
the mitigation strategy might change as a consequence. [1.2.5]

Many alternative metrics have been proposed in the scientific
literature. All of them have advantages and disadvantages, and
the choice of metric can make a large difference for the weights
given to emissions from particular gases. For instance, methane's
GWP,, is 28 while its Global Temperature Change Potential
(GTP), one alternative metric, is 4 for the same time horizon (AR5
values, see WG| Section 8.7). In terms of aggregate mitigation
costs alone, GWP,,, may perform similarly to other metrics (such
as the time-dependent Global Temperature Change Potential or
the Global Cost Potential) of reaching a prescribed climate target;
however, there may be significant differences in terms of the
implied distribution of costs across sectors, regions, and over time.
[3.9.6,6.3.2.5]

An alternative to a single metric for all gases is to adopt a ‘multi-
basket' approach in which gases are grouped according to their
contributions to short and long term climate change. This may
solve some problems associated with using a single metric, but
the question remains of what relative importance to attach to
reducing GHG emissions in the different groups. [3.9.6; WGl 8.7]

Globally, economic and population growth continue to be the
most important drivers of increases in CO, emissions from
fossil fuel combustion. The contribution of population growth
between 2000 and 2010 remained roughly identical to the
previous three decades, while the contribution of economic
growth has risen sharply (high confidence). Worldwide popula-
tion increased by 86 % between 1970 and 2010, from 3.7 to 6.9
billion. Over the same period, income as measured through pro-
duction and/ or consumption per capita has grown by a factor of
about two. The exact measurement of global economic growth is
difficult because countries use different currencies and converting
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individual national economic figures into global totals can be done
in various ways. With rising population and economic output, emis-
sions of CO, from fossil fuel combustion have risen as well. Over
the last decade, the importance of economic growth as a driver of
global CO, emissions has risen sharply while population growth has
remained roughly steady. Due to changes in technology, changes
in the economic structure and the mix of energy sources as well
as changes in other inputs such as capital and labour, the energy
intensity of economic output has steadily declined worldwide. This
decline has had an offsetting effect on global CO, emissions that
is nearly of the same magnitude as growth in population (Figure
TS.6). There are only a few countries that combine economic growth
and decreasing territorial CO, emissions over longer periods of time.
Such decoupling remains largely atypical, especially when consider-
ing consumption-based CO, emissions. [1.3, 5.3]

Between 2000 and 2010, increased use of coal relative to other
energy sources has reversed a long-standing pattern of gradual
decarbonization of the world’s energy supply (high confidence).
Increased use of coal, especially in developing Asia, is exacerbating
the burden of energy-related GHG emissions (Figure TS.6). Estimates

Box TS.6 | The use of scenarios in this report

Scenarios of how the future might evolve capture key factors of
human development that influence GHG emissions and our ability
to respond to climate change. Scenarios cover a range of plausible
futures, because human development is determined by a myriad
of factors including human decision making. Scenarios can be
used to integrate knowledge about the drivers of GHG emissions,
mitigation options, climate change, and climate impacts.

One important element of scenarios is the projection of the level
of human interference with the climate system. To this end, a set
of four ‘representative concentration pathways’ (RCPs) has been
developed. These RCPs reach radiative forcing levels of 2.6, 4.5,
6.0, and 8.5 Watts per square meter (W/m?) (corresponding to
concentrations of 450, 650, 850, and 1370 ppm CO,eq), respec-
tively, in 2100, covering the range of anthropogenic climate forc-
ing in the 21st century as reported in the literature. The four RCPs
are the basis of a new set of climate change projections that have
been assessed by WGI AR5. [WGI 6.4, WGI 12.4]

Scenarios of how the future develops without additional and
explicit efforts to mitigate climate change (‘baseline scenarios’)
and with the introduction of efforts to limit GHG emissions (‘miti-
gation scenarios’), respectively, generally include socio-economic
projections in addition to emission, concentration, and climate
change information. WGIII AR5 has assessed the full breadth of
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Figure TS.6| Decomposition of the change in total annual CO, emissions from fos-
sil fuel combustion by decade and four driving factors: population, income (GDP) per
capita, energy intensity of GDP and carbon intensity of energy. Total emissions changes
are indicated by a triangle. The change in emissions over each decade is measured in
gigatonnes of CO, per year (GtCO,/yr); income is converted into common units using
purchasing power parities. [Figure 1.7]

baseline and mitigation scenarios in the literature. To this end, it
has collected a database of more than 1200 published mitigation
and baseline scenarios. In most cases, the underlying socio-eco-
nomic projections reflect the modelling teams' individual choices
about how to conceptualize the future in the absence of climate
policy. The baseline scenarios show a wide range of assump-
tions about economic growth (ranging from threefold to more
than eightfold growth in per capita income by 2100), demand for
energy (ranging from a 40 % to more than 80 % decline in energy
intensity by 2100) and other factors, in particular the carbon
intensity of energy. Assumptions about population are an excep-
tion: the vast majority of scenarios focus on the low to medium
population range of nine to 10 billion people by 2100. Although
the range of emissions pathways across baseline scenarios in the
literature is broad, it may not represent the full potential range of
possibilities (Figure TS.7). [6.3.1]

The concentration outcomes of the baseline and mitigation
scenarios assessed by WGIII AR5 cover the full range of RCPs.
However, they provide much more detail at the lower end, with
many scenarios aiming at concentration levels in the range of 450,
500, and 550 ppm CO,eq in 2100. The climate change projections
of WGI based on RCPs, and the mitigation scenarios assessed

by WGIII AR5 can be related to each other through the climate
outcomes they imply. [6.2.1]
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one indicated outlier in panel a). Scenarios are filtered by model and study for each indicator to include only unique projections. Model projections and historic data are normalized
to 1in 2010. GDP is aggregated using base-year market exchange rates. Energy and carbon intensity are measured with respect to total primary energy. [Figure 6.1]

indicate that coal and unconventional gas and oil resources are large;
therefore reducing the carbon intensity of energy may not be primar-
ily driven by fossil resource scarcity, but rather by other driving forces
such as changes in technology, values, and socio-political choices. [5.3,
7.2,7.3,7.4; SRREN Figure 1.7]

Technological innovations, infrastructural choices, and behav-
iour affect GHG emissions through productivity growth, energy-
and carbon-intensity and consumption patterns (medium con-
fidence). Technological innovation improves labour and resource
productivity; it can support economic growth both with increasing
and with decreasing GHG emissions. The direction and speed of tech-
nological change depends on policies. Technology is also central to

the choices of infrastructure and spatial organization, such as in cit-
ies, which can have long-lasting effects on GHG emissions. In addi-
tion, a wide array of attitudes, values, and norms can inform different
lifestyles, consumption preferences, and technological choices all of
which, in turn, affect patterns of GHG emissions. [5.3, 5.5, 5.6, 12.3]

Without additional efforts to reduce GHG emissions beyond
those in place today, emissions growth is expected to persist,
driven by growth in global population and economic activities
despite improvements in energy supply and end-use technolo-
gies (high confidence). Atmospheric concentrations in baseline sce-
narios collected for this assessment (scenarios without explicit addi-
tional efforts to reduce GHG emissions) exceed 450 parts per million
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(ppm) CO,eq by 2030.7 They reach CO,eq concentration levels from
750 to more than 1300 ppm CO,eq by 2100 and result in projected
global mean surface temperature increases in 2100 from 3.7 to 4.8°C
compared to pre-industrial levels® (range based on median climate
response; the range is 2.5°C to 7.8 °C when including climate uncer-
tainty, see Table TS.1).° The range of 2100 concentrations corresponds
roughly to the range of CO,eq concentrations in the Representative
Concentration Pathways (RCP) 6.0 and RCP8.5 pathways (see Box
TS.6), with the majority of scenarios falling below the latter. For com-
parison, the CO,eq concentration in 2011 has been estimated to be
430 ppm (uncertainty range 340-520ppm).'® The literature does not
systematically explore the full range of uncertainty surrounding devel-
opment pathways and possible evolution of key drivers such as popu-
lation, technology, and resources. Nonetheless, the scenarios strongly
suggest that absent any explicit mitigation efforts, cumulative CO,
emissions since 2010 will exceed 700 GtCO, by 2030, 1,500 GtCO, by
2050, and potentially well over 4,000 GtCO, by 2100. [6.3.1; WGI Fig-
ure SPM.5, WGI 8.5, WGI 12.3]

TS.3 Mitigation pathways and
measures in the context of
sustainable development

This section assesses the literature on mitigation pathways and mea-
sures in the context of sustainable development. Section TS 3.1 first
examines the anthropogenic GHG emissions trajectories and potential
temperature implications of mitigation pathways leading to a range
of future atmospheric CO,eq concentrations. It then explores the tech-
nological, economic, and institutional requirements of these pathways
along with their potential co-benefits and adverse side-effects. Section
TS 3.2 examines mitigation options by sector and how they may inter-
act across sectors.

7 These C0O,eq concentrations represent full radiative forcing, including GHGs,
halogenated gases, tropospheric ozone, aerosols, mineral dust and albedo change.

& Based on the longest global surface temperature dataset available, the observed
change between the average of the period 1850—1900 and of the AR5 reference
period (1986—2005) is 0.61°C (5—95 % confidence interval: 0.55 to 0.67 °C)
[WGI SPM.E], which is used here as an approximation of the change in global
mean surface temperature since pre-industrial times, referred to as the period
before 1750.

Provided estimates reflect the 10th to the 90th percentile of baseline scenarios
collected for this assessment. The climate uncertainty reflects the 5th to 95th
percentile of climate model calculations described in Table TS.1 for each scenario.

19 This is based on the assessment of total anthropogenic radiative forcing for 2011
relative to 1750 in WGI AR5, i.e., 2.3 Wm2, uncertainty range 1.1 to 3.3Wm™
[WGI Figure SPM.5, WGI 8.5, WGI 12.3]

50

TS.3.1  Mitigation pathways

TS.3.1.1  Understanding mitigation pathways in the

context of multiple objectives

The world's societies will need to both mitigate and adapt to cli-
mate change if it is to effectively avoid harmful climate impacts
(robust evidence, high agreement). There are demonstrated examples
of synergies between mitigation and adaptation [11.5.4, 12.8.1] in
which the two strategies are complementary. More generally, the two
strategies are related because increasing levels of mitigation imply less
future need for adaptation. Although major efforts are now underway
to incorporate impacts and adaptation into mitigation scenarios, inher-
ent difficulties associated with quantifying their interdependencies
have limited their representation in models used to generate mitiga-
tion scenarios assessed in WGIII AR5 (Box TS.7). [2.6.3, 3.7.2.1, 6.3.3]

There is no single pathway to stabilize CO,eq concentrations at
any level; instead, the literature points to a wide range of mitiga-
tion pathways that might meet any concentration level (high confi-
dence). Choices, whether deliberated or not, will determine which of these
pathways is followed. These choices include, among other things, the
emissions pathway to bring atmospheric CO,eq concentrations to a par-
ticular level, the degree to which concentrations temporarily exceed (over-
shoot) the long-term level, the technologies that are deployed to reduce
emissions, the degree to which mitigation is coordinated across countries,
the policy approaches used to achieve mitigation within and across coun-
tries, the treatment of land use, and the manner in which mitigation is
meshed with other policy objectives such as sustainable development.
A society’s development pathway—with its particular socioeconomic,
institutional, political, cultural and technological features—enables and
constrains the prospects for mitigation. At the national level, change is
considered most effective when it reflects country and local visions and
approaches to achieving sustainable development according to national
circumstances and priorities. [4.2, 6.3—6.8, 11.8]

Mitigation pathways can be distinguished from one another by
a range of outcomes or requirements (high confidence). Decisions
about mitigation pathways can be made by weighing the requirements
of different pathways against each other. Although measures of aggre-
gate economic costs and benefits have often been put forward as key
decision-making factors, they are far from the only outcomes that mat-
ter. Mitigation pathways inherently involve a range of synergies and
tradeoffs connected with other policy objectives such as energy and
food security, energy access, the distribution of economic impacts,
local air quality, other environmental factors associated with different
technological solutions, and economic competitiveness (Box TS.11).
Many of these fall under the umbrella of sustainable development.
In addition, requirements such as the rates of up-scaling of energy
technologies or the rates of reductions in GHG emissions may provide
important insights into the degree of challenge associated with meet-
ing a particular long-term goal. [4.5, 4.8, 6.3, 6.4, 6.6]



Technical Summary

Box TS.7 | Scenarios from integrated models can help to understand how actions affect outcomes

in complex systems

The long-term scenarios assessed in this report were generated
primarily by large-scale computer models, referred to here as
‘integrated models’, because they attempt to represent many of
the most important interactions among technologies, relevant
human systems (e.g., energy, agriculture, the economic system),
and associated GHG emissions in a single integrated framework.
A subset of these models is referred to as ‘integrated assessment
models’, or IAMs. IAMs include not only an integrated representa-
tion of human systems, but also of important physical processes
associated with climate change, such as the carbon cycle, and
sometimes representations of impacts from climate change. Some
IAMs have the capability of endogenously balancing impacts
with mitigation costs, though these models tend to be highly
aggregated. Although aggregate models with representations

of mitigation and damage costs can be very useful, the focus in
this assessment is on integrated models with sufficient sectoral
and geographic resolution to understand the evolution of key
processes such as energy systems or land systems.

Scenarios from integrated models are invaluable to help under-
stand how possible actions or choices might lead to different
future outcomes in these complex systems. They provide quan-
titative, long-term projections (conditional on our current state
of knowledge) of many of the most important characteristics

of mitigation pathways while accounting for many of the most
important interactions between the various relevant human and
natural systems. For example, they provide both regional and

TS.3.1.2  Short- and long-term requirements of mitigation

pathways

Mitigation scenarios point to a range of technological and
behavioral measures that could allow the world’s societies to
follow GHG emissions pathways consistent with a range of dif-
ferent levels of mitigation (high confidence). As part of this assess-
ment, about 900 mitigation and 300 baseline scenarios have been
collected from integrated modelling research groups around the world
(Box TS.7). The mitigation scenarios span atmospheric concentration
levels in 2100 from 430ppm CO,eq to above 720ppm CO,eq, which
is roughly comparable to the 2100 forcing levels between the RCP2.6
and RCP6.0 scenarios (Figure TS.8, left panel). Scenarios have been
constructed to reach mitigation goals under very different assump-
tions about energy demands, international cooperation, technologies,
the contributions of CO, and other forcing agents to atmospheric
C0,eq concentrations, and the degree to which concentrations tem-
porarily exceed the long-term goal (concentration overshoot, see Box
TS.8). Other scenarios were also assessed, including some scenarios

global information about emissions pathways, energy and land-
use transitions, and aggregate economic costs of mitigation.

At the same time, these integrated models have particular
characteristics and limitations that should be considered when
interpreting their results. Many integrated models are based

on the rational choice paradigm for decision making, exclud-

ing the consideration of some behavioural factors. The models
approximate cost-effective solutions that minimize the aggregate
economic costs of achieving mitigation outcomes, unless they

are specifically constrained to behave otherwise. Scenarios from
these models capture only some of the dimensions of develop-
ment pathways that are relevant to mitigation options, often only
minimally treating issues such as distributional impacts of mitiga-
tion actions and consistency with broader development goals. In
addition, the models in this assessment do not effectively account
for the interactions between mitigation, adaptation, and climate
impacts. For these reasons, mitigation has been assessed indepen-
dently from climate impacts. Finally, and most fundamentally, inte-
grated models are simplified, stylized, numerical approaches for
representing enormously complex physical and social systems, and
scenarios from these models are based on uncertain projections
about key events and drivers over often century-long timescales.
Simplifications and differences in assumptions are the reason why
output generated from different models—or versions of the same
model—can differ, and projections from all models can differ
considerably from the reality that unfolds. [3.7, 6.2]

with concentrations in 2100 below 430 ppm CO,eq (for a discussion of
these scenarios see below). [6.3]

Limiting atmospheric peak concentrations over the course of
the century—not only reaching long-term concentration lev-
els—is critical for limiting transient temperature change (high
confidence). Scenarios reaching concentration levels of about 500 ppm
CO,eq by 2100 are more likely than not to limit temperature change
to less than 2 °C relative to pre-industrial levels, unless they temporar-
ily ‘overshoot’ concentration levels of roughly 530 ppm CO,eq before
2100. In this case, they are about as likely as not to achieve that goal.
The majority of scenarios reaching long-term concentrations of about
450 ppm CO,eq in 2100 are likely to keep temperature change below
2°C over the course of the century relative to pre-industrial levels
(Table TS.1, Box TS.8). Scenarios that reach 530 to 650ppm CO,eq
concentrations by 2100 are more unlikely than likely to keep tempera-
ture change below 2 °C relative to pre-industrial levels. Scenarios that
exceed about 650 ppm CO,eq by 2100 are unlikely to limit tempera-
ture change to below 2 °C relative to pre-industrial levels. Mitigation
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Figure TS.8| Development of total GHG emissions for different long-term concentration levels (left panel) and for scenarios reaching about 450 to about 500 (430-530) ppm
CO,eq in 2100 with and without net negative CO, emissions larger than 20 GtCO,/yr (right panel). Ranges are given for the 10th—90th percentile of scenarios. [Figure 6.7]

scenarios in which temperature increase is more likely than not to be
less than 1.5 °C relative to pre-industrial levels by 2100 are character-
ized by concentrations in 2100 of below 430 ppm CO,eq. Temperature
peaks during the century and then declines in these scenarios. [6.3]

Mitigation scenarios reaching about 450 ppm CO,eq in 2100
typically involve temporary overshoot of atmospheric concen-
trations, as do many scenarios reaching about 500 ppm or about
550 ppm CO,eq in 2100 (high confidence). Concentration overshoot
means that concentrations peak during the century before descend-
ing toward their 2100 levels. Overshoot involves less mitigation in the
near term, but it also involves more rapid and deeper emissions reduc-
tions in the long run. The vast majority of scenarios reaching about
450ppm CO,eq in 2100 involve concentration overshoot, since most
models cannot reach the immediate, near-term emissions reductions
that would be necessary to avoid overshoot of these concentration
levels. Many scenarios have been constructed to reach about 550 ppm
C0,eq by 2100 without overshoot.

Depending on the level of overshoot, many overshoot sce-
narios rely on the availability and widespread deployment of
bioenergy with carbon dioxide capture and storage (BECCS)
and/or afforestation in the second half of the century (high con-
fidence). These and other carbon dioxide removal (CDR) technologies
and methods remove CO, from the atmosphere (negative emissions).
Scenarios with overshoot of greater than 0.4 W/m? (> 35-50ppm
C0,eq concentration) typically deploy CDR technologies to an extent
that net global CO, emissions become negative in the second-half of
the century (Figure TS.8, right panel). CDR is also prevalent in many
scenarios without concentration overshoot to compensate for residual
emissions from sectors where mitigation is more expensive. The avail-
ability and potential of BECCS, afforestation, and other CDR technolo-
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gies and methods are uncertain and CDR technologies and methods
are, to varying degrees, associated with challenges and risks. There is
uncertainty about the potential for large-scale deployment of BECCS,
large-scale afforestation, and other CDR technologies and methods.
[6.3,6.9]

Reaching atmospheric concentration levels of about 450 to about
500 ppm CO,eq by 2100 will require substantial cuts in anthro-
pogenic GHG emissions by mid-century (high confidence). Scenarios
reaching about 450 ppm CO,eq by 2100 are associated with GHG emis-
sions reductions of about 40% to 70% by 2050 compared to 2010 and
emissions levels near zero GtCO,eq or below in 2100." Scenarios with
GHG emissions reductions in 2050 at the lower end of this range are
characterized by a greater reliance on CDR technologies beyond mid-
century. The majority of scenarios that reach about 500ppm CO,eq in
2100 without overshooting roughly 530 ppm CO,eq at any point during
the century are associated with GHG emissions reductions of 40% to
55% by 2050 compared to 2010 (Figure TS.8, left panel; Table TS.1). In
contrast, in some scenarios in which concentrations rise to well above
530 ppm CO,eq during the century before descending to concentrations
below this level by 2100, emissions rise to as high as 20 % above 2010
levels in 2050. However, these high-overshoot scenarios are character-
ized by negative global emissions of well over 20 GtCO, per year in the
second half of the century (Figure TS.8, right panel). Cumulative CO,

" This range differs from the range provided for a similar concentration category in
AR4 (50% to 85% lower than 2000 for CO, only). Reasons for this difference
include that this report has assessed a substantially larger number of scenarios
than in AR4 and looks at all GHGs. In addition, a large proportion of the new
scenarios include Carbon Dioxide Removal (CDR) technologies and associated
increases in concentration overshoot. Other factors include the use of 2100 con-
centration levels instead of stabilization levels and the shift in reference year from
2000 to 2010.
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Box TS.8 | Assessment of temperature change in the context of mitigation scenarios

Long-term climate goals have been expressed both in terms of
concentrations and temperature. Article 2 of the UNFCCC calls

for the need to ‘stabilize’ concentrations of GHGs. Stabilization of
concentrations is generally understood to mean that the CO,eq
concentration reaches a specific level and then remains at that level
indefinitely until the global carbon and other cycles come into a new
equilibrium. The notion of stabilization does not necessarily preclude
the possibility that concentrations might exceed, or ‘overshoot’

the long-term goal before eventually stabilizing at that goal. The
possibility of ‘overshoot’ has important implications for the required
GHG emissions reductions to reach a long-term concentration level.
Concentration overshoot involves less mitigation in the near term
with more rapid and deeper emissions reductions in the long run.

The temperature response of the concentration pathways assessed
in this report focuses on transient temperature change over the
course of the century. This is an important difference with WGIII
AR4, which focused on the long-term equilibrium temperature
response, a state that is reached millennia after the stabilization
of concentrations. The temperature outcomes in this report are
thus not directly comparable to those presented in the WGIII AR4
assessment. One reason that this assessment focuses on transient
temperature response is that it is less uncertain than the equilib-
rium response and correlates more strongly with GHG emissions
in the near and medium term. An additional reason is that the
mitigation pathways assessed in WGIII AR5 do not extend beyond
2100 and are primarily designed to reach specific concentration
goals for the year 2100. The majority of these pathways do not
stabilize concentrations in 2100, which makes the assessment of
the equilibrium temperature response ambiguous and dependent
on assumptions about post-2100 emissions and concentrations.

emissions between 2011 and 2100 are 630-1180 GtCO, in scenarios
reaching about 450ppm CO,eq in 2100; they are 960—1550 GtCO, in
scenarios reaching about 500 ppm CO,eq in 2100. The variation in cumu-
lative CO, emissions across scenarios is due to differences in the contri-
bution of non-CO, GHGs and other radiatively active substances as well
as the timing of mitigation (Table TS.1). [6.3]

In order to reach atmospheric concentration levels of about 450
to about 500ppm CO,eq by 2100, the majority of mitigation
relative to baseline emissions over the course of century will
occur in the non-Organisation for Economic Co-operation and
Development (OECD) countries (high confidence). In scenarios that
attempt to cost-effectively allocate emissions reductions across coun-
tries and over time, the total CO,eq emissions reductions from baseline
emissions in non-OECD countries are greater than in OECD countries.
This is, in large part, because baseline emissions from the non-OECD

Transient temperature goals might be defined in terms of the
temperature in a specific year (e.g., 2100), or based on never
exceeding a particular level. This report explores the implications
of both types of goals. The assessment of temperature goals are
complicated by the uncertainty that surrounds our understanding
of key physical relationships in the earth system, most notably
the relationship between concentrations and temperature. It is
not possible to state definitively whether any long-term con-
centration pathway will limit either transient or equilibrium
temperature change to below a specified level. It is only possible
to express the temperature implications of particular concentra-
tion pathways in probabilistic terms, and such estimates will

be dependent on the source of the probability distribution of
different climate parameters and the climate model used for
analysis. This report employs the MAGICC model and a distribu-
tion of climate parameters that results in temperature outcomes
with dynamics similar to those from the Earth System Models
assessed in WGI ARb. For each emissions scenario, a median
transient temperature response is calculated to illustrate the
variation of temperature due to different emissions pathways.

In addition, a transient temperature range for each scenario is
provided, reflecting the climate system uncertainties. Information
regarding the full distribution of climate parameters was utilized
for estimating the likelihood that the scenarios would limit tran-
sient temperature change to below specific levels (Table TS.1).
Providing the combination of information about the plausible
range of temperature outcomes as well as the likelihood of meet-
ing different targets is of critical importance for policymaking,
since it facilitates the assessment of different climate objectives
from a risk management perspective. [2.5.7.2, 6.3.2]

countries are projected to be larger than those from the OECD coun-
tries, but it also derives from higher carbon intensities in non-OECD
countries and different terms of trade structures. In these scenarios,
GHG emissions peak earlier in the OECD countries than in the non-
OECD countries. [6.3]

Reaching atmospheric concentration levels of about 450 to
about 650 ppm CO,eq by 2100 will require large-scale changes
to global and national energy systems over the coming decades
(high confidence). Scenarios reaching atmospheric concentrations lev-
els of about 450 to about 500 ppm CO,eq by 2100 are characterized by
a tripling to nearly a quadrupling of the global share of zero- and low-
carbon energy supply from renewables, nuclear energy, fossil energy
with carbon dioxide capture and storage (CCS), and bioenergy with
CCS (BECCS), by the year 2050 relative to 2010 (about 17 %) (Figure
TS.10, left panel). The increase in total global low-carbon energy sup-
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Table TS.1| Key characteristics of the scenarios collected and assessed for WGIII ARS. For all parameters, the 10th to 90th percentile of the scenarios is shown.™? [Table 6.3]

CO,eq Cumulative CO, Change in C0,eq emissions i
i . i Temperature change (relative to 1850-1900)* ¢
Concentrations emissions® [GtCO,] compared to 2010 in [%]*
in 2100 [ppm Relative Likelihood of staying below temperature
C0,eq] Subcategories position of 2100 level over the 21st century®
Category label the RCPs® 2011-2050 2011-2100 2050 2100 Temperature
(concentration change [°C]’ 1.5°C 2.0°C 3.0°C 4.0°C
range)’
<430 Only a limited number of individual model studies have explored levels below 430 ppm CO,eq
450 1.5-1.7 More unlikely i
Total range" "® RCP2.6 550-1300 630-1180 —72t0o 41 —1181t0-78 . Likely
(430-480) (1.0-2.8) than likely
No overshoot of 1.7-1.9 More likely
860-1180 960-1430 —571t0 -42 —107to -73
500 530ppm CO,eq (1.2-2.9) than not
(480-530) Overshoot of 1.8-2.0 About as
1130-1530 990-1550 -55t0-25 —1141t0-90 )
530ppm CO,eq (1.2-33) likely as not Likely
No overshoot of 2.0-2.2
1070-1460 1240-2240 —471t0-19 —811t0-59
550 580ppm CO,eq (1.4-3.6) Unlikely Likely
(530-580) Overshoot of 2.1-2.3 More unlikely
1420-1750 1170-2100 -16t07 —183t0 -86
580ppm CO,eq (1.4-3.6) than likely'
23-2.6
(580-650) Total range 1260-1640 1870-2440 —381024 —134t0 -50 (15-42)
RCPA.5 —
26-2.9 More likely
(650-720) Total range 1310-1750 2570-3340 -11t017 —54t0 -21
(1.8-4.5) . than not
Unlikely .
3.1-37 More unlikely
(720-1000)? Total range RCP6.0 1570-1940 3620-4990 18 to 54 -7t072 )
(2.1-5.8) ) than likely
Unlikely" -
41-4.8 ) . More unlikely
>1000? Total range RCP8.5 1840-2310 5350-7010 521095 7410178 Unlikely" Unlikely )
(2.8-7.8) than likely
Notes:

' The 'total range’ for the 430—-480 ppm CO,eq scenarios corresponds to the range of the 10th—90th percentile of the subcategory of these scenarios shown in Table 6.3.

2 Baseline scenarios (see TS.2.2) fall into the >1000 and 720—1000 ppm CO,eq categories. The latter category also includes mitigation scenarios. The baseline scenarios in the
latter category reach a temperature change of 2.5-5.8 °C above preindustrial in 2100. Together with the baseline scenarios in the >1000 ppm CO,eq category, this leads to
an overall 2100 temperature range of 2.5-7.8 °C (range based on median climate response: 3.7—4.8 °C) for baseline scenarios across both concentration categories.

> For comparison of the cumulative CO, emissions estimates assessed here with those presented in WGI AR5, an amount of 515 [445—585] GtC (1890 [1630-2150] GtCO,),
was already emitted by 2011 since 1870 [WGI 12.5]. Note that cumulative CO, emissions are presented here for different periods of time (2011-2050 and 2011-2100)
while cumulative CO, emissions in WGI AR5 are presented as total compatible emissions for the RCPs (2012—2100) or for total compatible emissions for remaining below a
given temperature target with a given likelihood [WGI Table SPM.3, WGI SPM.E.8].

4 The global 2010 emissions are 31 % above the 1990 emissions (consistent with the historic GHG emissions estimates presented in this report). CO,eq emissions include the
basket of Kyoto gases (CO,, CH,, N,0 as well as F-gases).

> The assessment in WGIII AR5 involves a large number of scenarios published in the scientific literature and is thus not limited to the RCPs. To evaluate the CO,eq concen-
tration and climate implications of these scenarios, the MAGICC model was used in a probabilistic mode (see Annex Il). For a comparison between MAGICC model results
and the outcomes of the models used in WG, see Sections WGl 12.4.1.2, WGl 12.4.8 and 6.3.2.6. Reasons for differences with WGI SPM Table.2 include the difference in
reference year (1986—2005 vs. 1850—1900 here), difference in reporting year (2081-2100 vs 2100 here), set-up of simulation (CMIP5 concentration-driven versus MAGICC
emission-driven here), and the wider set of scenarios (RCPs versus the full set of scenarios in the WGIII AR5 scenario database here).

6 Temperature change is reported for the year 2100, which is not directly comparable to the equilibrium warming reported in WGIII AR4 [Table 3.5, Chapter 3; see also WG|
AR5 6.3.2]. For the 2100 temperature estimates, the transient climate response (TCR) is the most relevant system property. The assumed 90 % range of the TCR for MAGICC
is 1.2—2.6°C (median 1.8 °C). This compares to the 90 % range of TCR between 1.2—2.4°C for CMIP5 [WGI 9.7] and an assessed /ikely range of 1-2.5°C from multiple
lines of evidence reported in the WGI AR5 [Box 12.2 in Section 12.5].

7 Temperature change in 2100 is provided for a median estimate of the MAGICC calculations, which illustrates differences between the emissions pathways of the scenarios
in each category. The range of temperature change in the parentheses includes in addition the carbon cycle and climate system uncertainties as represented by the MAGICC
model [see 6.3.2.6 for further details]. The temperature data compared to the 1850—1900 reference year was calculated by taking all projected warming relative to
1986-2005, and adding 0.61 °C for 1986—2005 compared to 1850—1900, based on HadCRUT4 [see WGI Table SPM.2].

& The assessment in this table is based on the probabilities calculated for the full ensemble of scenarios in WGIII AR5 using MAGICC and the assessment in WGI AR5 of the
uncertainty of the temperature projections not covered by climate models. The statements are therefore consistent with the statements in WGI AR5, which are based on the
CMIP5 runs of the RCPs and the assessed uncertainties. Hence, the likelihood statements reflect different lines of evidence from both WGs. This WGI method was also applied
for scenarios with intermediate concentration levels where no CMIP5 runs are available. The likelihood statements are indicative only [6.3], and follow broadly the terms used
by the WGI AR5 SPM for temperature projections: likely 66—100 %, more likely than not >50—100 %, about as likely as not 33—66 %, and unlikely 0-33 %. In addition the
term more unlikely than likely 0—<50 % is used.

°  The CO,-equivalent concentration includes the forcing of all GHGs including halogenated gases and tropospheric ozone, as well as aerosols and albedo change (calculated on
the basis of the total forcing from a simple carbon cycle/climate model, MAGICC).

10 The vast majority of scenarios in this category overshoot the category boundary of 480 ppm CO,eq concentrations.

""" For scenarios in this category no CMIP5 run [WGI Chapter 12, Table 12.3] as well as no MAGICC realization [6.3] stays below the respective temperature level. Still, an
unlikely assignment is given to reflect uncertainties that might not be reflected by the current climate models.

12 Scenarios in the 580—650 ppm CO,eq category include both overshoot scenarios and scenarios that do not exceed the concentration level at the high end of the category
(like RCP4.5). The latter type of scenarios, in general, have an assessed probability of more unlikely than likely to stay below the 2 °C temperature level, while the former are
mostly assessed to have an unlikely probability of staying below this level.
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ply is from three-fold to seven-fold over this same period. Many mod-
els could not reach 2100 concentration levels of about 450 ppm CO,eq
if the full suite of low-carbon technologies is not available. Studies
indicate a large potential for energy demand reductions, but also indi-
cate that demand reductions on their own would not be sufficient to
bring about the reductions needed to reach levels of about 650 ppm
C0,eq or below by 2100. [6.3, 7.11]

Mitigation scenarios indicate a potentially critical role for land-
related mitigation measures and that a wide range of alter-
native land transformations may be consistent with similar
concentration levels (medium confidence). Land-use dynamics in
mitigation scenarios are heavily influenced by the production of bioen-
ergy and the degree to which afforestation is deployed as a negative-
emissions, or CDR option. They are, in addition, influenced by forces
independent of mitigation such as agricultural productivity improve-
ments and increased demand for food. The range of land-use trans-
formations depicted in mitigation scenarios reflects a wide range of

GHG Emissions Pathways to 2030 of Mitigation
Scenarios Reaching 430-530 ppm CO_eq in 2100
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differing assumptions about the evolution of all of these forces. Many
scenarios reflect strong increases in the degree of competition for land
between food, feed, and energy uses. [6.3, 6.8, 11.4.2]

Delaying mitigation efforts beyond those in place today
through 2030 will increase the challenges of, and reduce the
options for, limiting atmospheric concentration levels from
about 450 to about 500 ppm CO,eq by the end of the century
(high confidence). Cost-effective mitigation scenarios leading to atmo-
spheric concentration levels of about 450 to about 500 ppm CO,eq at
the end of the 21st century are typically characterized by annual GHG
emissions in 2030 of roughly between 30 GtCO,eq and 50 GtCO,eq.
Scenarios with emissions above 55 GtCO,eq in 2030 are character-
ized by substantially higher rates of emissions reductions from 2030
to 2050 (median emissions reductions of about 6 %/yr as compared to
just over 3 %/yr) (Figure TS.9, right panel); much more rapid scale-up of
low-carbon energy over this period (more than a tripling compared to
a doubling of the low-carbon energy share) (Figure TS.10, right panel);

Implications for the Pace of Annual Average
CO, Emissions Reductions from 2030 to 2050
Depending on Different 2030 GHG Emissions Levels
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Figure TS.9| The implications of different 2030 GHG emissions levels for the rate of CO, emissions reductions from 2030 to 2050 in mitigation scenarios reaching about 450 to
about 500 (430-530) ppm CO,eq concentrations by 2100. The scenarios are grouped according to different emissions levels by 2030 (coloured in different shades of green). The
left panel shows the pathways of GHG emissions (GtCO,eq/yr) leading to these 2030 levels. The black bar shows the estimated uncertainty range of GHG emissions implied by the
Cancun Pledges. Black dot with whiskers gives historic GHG emission levels and associated uncertainties in 2010 as reported in Figure TS.1. The right panel denotes the average
annual CO, emissions reduction rates for the period 2030—2050. It compares the median and interquartile range across scenarios from recent intermodel comparisons with explicit
2030 interim goals to the range of scenarios in the Scenario Database for WGIII AR5. Annual rates of historical emissions change between 1900—2010 (sustained over a period
of 20 years) and the average annual emissions change between 2000—-2010 are shown in grey. Note: Scenarios with large net negative global emissions (> 20 GtCO,/yr) are not
included in the WGIII AR5 scenario range, but rather shown as independent points. Only scenarios that apply the full, unconstrained mitigation technology portfolio of the underlying
models (default technology assumption) are shown. Scenarios with exogenous carbon price assumptions or other policies affecting the timing of mitigation (other than 2030 interim
targets) as well as scenarios with 2010 emissions significantly outside the historical range are excluded. [Figure 6.32, 13.13.1.3]
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Figure TS.10| The up-scaling of low-carbon energy in scenarios meeting different 2100 CO,eq concentration levels (left panel). The right panel shows the rate of up-scaling subject
to different 2030 GHG emissions levels in mitigation scenarios reaching about 450 to about 500 (430-530) ppm CO,eq concentrations by 2100. Colored bars show the inter-
quartile range and white bars indicate the full range across the scenarios, excluding those with large, global net negative CO, emissions (> 20 GtCO,/yr). Scenarios with large net
negative global emissions are shown as individual points. The arrows indicate the magnitude of zero- and low-carbon energy supply up-scaling from 2030 to 2050. Zero- and low-
carbon energy supply includes renewables, nuclear energy, fossil energy with carbon dioxide capture and storage (CCS), and bioenergy with CCS (BECCS). Note: Only scenarios that
apply the full, unconstrained mitigation technology portfolio of the underlying models (default technology assumption) are shown. Scenarios with exogenous carbon price assump-
tions are excluded in both panels. In the right panel, scenarios with policies affecting the timing of mitigation other than 2030 interim targets are also excluded. [Figure 7.16]

a larger reliance on CDR technologies in the long-term (Figure TS.8,
right panel); and higher transitional and long term economic impacts
(Table TS.2, orange segments, Figure TS.13, right panel). Due to these
increased challenges, many models with 2030 GHG emissions in this
range could not produce scenarios reaching atmospheric concentra-
tions levels of about 450 to about 500 ppm CO,eq in 2100. [6.4, 7.11]

Estimated global GHG emissions levels in 2020 based on the
Cancin Pledges are not consistent with cost-effective long-
term mitigation trajectories that reach atmospheric concen-
trations levels of about 450 to about 500 ppm CO,eq by 2100,
but they do not preclude the option to meet that goal (robust
evidence, high agreement). The Canclin Pledges are broadly consis-
tent with cost-effective scenarios reaching about 550 ppm CO,eq to
650ppm CO,eq by 2100. Studies confirm that delaying mitigation
through 2030 has a substantially larger influence on the subsequent
challenges of mitigation than do delays through 2020 (Figures TS.9,
TS.11). [6.4]

Only a limited number of studies have explored scenarios that
are more likely than not to bring temperature change back to
below 1.5°C by 2100 relative to pre-industrial levels; these
scenarios bring atmospheric concentrations to below 430 ppm
C0,eq by 2100 (high confidence). Assessing this goal is currently dif-
ficult because no multi-model study has explored these scenarios. The
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limited number of published studies exploring this goal have produced
associated scenarios that are characterized by (1) immediate mitiga-
tion; (2) the rapid up-scaling of the full portfolio of mitigation technol-
ogies; and (3) development along a low-energy demand trajectory.’
[6.3,7.11]

TS.3.1.3  Costs, investments and burden sharing

Globally comprehensive and harmonized mitigation actions
would result in significant economic benefits compared to frag-
mented approaches, but would require establishing effective
institutions (high confidence). Economic analysis of mitigation scenar-
ios demonstrates that globally comprehensive and harmonized mitiga-
tion actions achieve mitigation at least aggregate economic cost, since
they allow mitigation to be undertaken where and when it is least
expensive (see Box TS.7, Box TS.9). Most of these mitigation scenarios
assume a global carbon price, which reaches all sectors of the econ-
omy. Instruments with limited coverage of GHG emissions reductions
among sectors and climate policy regimes with fragmented regional

12 In these scenarios, the cumulative CO, emissions range between 680—-800 GtCO,
for the period 2011-2050 and between 90-310 GtCO, for the period
2011-2100. Global CO,eq emissions in 2050 are between 70-95 % below 2010
emissions, and they are between 110—120 % below 2010 emissions in 2100.
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Figure TS.11| Near-term GHG emissions from mitigation scenarios reaching about 450 to about 500 (430-530) ppm CO,eq concentrations by 2100. The Figure includes only
scenarios for which temperature exceedance probabilities were calculated. Individual model results are indicated with a data point when 2 °C exceedance probability is below 50 %
as assessed by a simple carbon cycle/climate model (MAGICC). Colours refer to scenario classification in terms of whether net CO, emissions become negative before 2100 (nega-
tive vs. no negative) and the timing of international participation in climate mitigation (immediate vs. delay until 2020 vs. delay until 2030). Number of reported individual results
is shown in legend. The range of global GHG emissions in 2020 implied by the Canclin Pledges is based on analysis of alternative interpretations of national pledges. Note: In the
WGIII AR5 scenario database, only four reported scenarios were produced based on delayed mitigation without net negative emissions while still lying below 530 ppm CO,eq by
2100. They do not appear in the figure, because the model had insufficient coverage of non-gas species to enable a temperature calculation. Delay in these scenarios extended
only to 2020, and their emissions fell in the same range as the ‘No Negative/Immediate category. Delay scenarios include both delayed global mitigation and fragmented action

scenarios. [Figure 6.31, 13.13.1.3]

action increase aggregate economic costs. These cost increases are
higher at more ambitious levels of mitigation. [6.3.6]

Estimates of the aggregate economic costs of mitigation vary
widely, but increase with stringency of mitigation (high confi-
dence). Most cost-effective scenarios collected for this assessment that
are based on the assumptions that all countries of the world begin
mitigation immediately, there is a single global carbon price applied to
well-functioning markets, and key technologies are available, estimate
that reaching about 450 ppm CO,eq by 2100 would entail global con-
sumption losses of 1% to 4% in 2030 (median: 1.7 %), 2% to 6% in
2050 (median: 3.4 %), and 3% to 11 % in 2100 (median: 4.8 %) relative
to consumption in baseline scenarios (those without additional miti-
gation efforts) that grows anywhere from 300 % to more than 900 %
between 2010 and 2100 (baseline consumption growth represents the
full range of corresponding baseline scenarios; Figure TS.12; Table TS.2
yellow segments). The consumption losses correspond to an annual
average reduction of consumption growth by 0.06 to 0.2 percentage
points from 2010 through 2030 (median: 0.09), 0.06 to 0.17 percentage
points through 2050 (median: 0.09), and 0.04 to 0.14 percentage points
over the century (median: 0.06). These numbers are relative to annual

average consumption growth rates in baseline scenarios between 1.9 %
and 3.8 % per year through 2050 and between 1.6 % and 3 % per year
over the century (Table TS.2, yellow segments). These mitigation cost
estimates do not consider the benefits of reduced climate change or
co-benefits and adverse side-effects of mitigation (Box TS.9). Costs for
maintaining concentrations in the range of 530-650ppm CO,eq are
estimated to be roughly one-third to two-thirds lower than for associ-
ated 430-530ppm CO,eq scenarios. Cost estimates from scenarios can
vary substantially across regions. Substantially higher cost estimates
have been obtained based on assumptions about less idealized policy
implementations and limits on technology availability as discussed
below. Both higher and lower estimates have been obtained based on
interactions with pre-existing distortions, non-climate market failures,
or complementary policies. [6.3.6.2]

Delaying mitigation efforts beyond those in place today through
2030 or beyond could substantially increase mitigation costs
in the decades that follow and the second half of the century
(high confidence). Although delays in mitigation by any major emitter
will reduce near-term mitigation costs, they will also result in more
investment in carbon-intensive infrastructure and then rely on future

57




Technical Summary

Table TS.2| Global mitigation costs in cost-effective scenarios' and estimated cost increases due to assumed limited availability of specific technologies and delayed additional mit-
igation. Cost estimates shown in this table do not consider the benefits of reduced climate change as well as co-benefits and adverse side-effects of mitigation. The yellow columns
show consumption losses (Figure TS.12, right panel) and annualized consumption growth reductions in cost-effective scenarios relative to a baseline development without climate
policy. The grey columns show the percentage increase in discounted costs? over the century, relative to cost-effective scenarios, in scenarios in which technology is constrained
relative to default technology assumptions (Figure TS.13, left panel).’ The orange columns show the increase in mitigation costs over the periods 20302050 and 2050-2100, rela-
tive to scenarios with immediate mitigation, due to delayed additional mitigation through 2030 (see Figure TS.13, right panel).* These scenarios with delayed additional mitigation
are grouped by emission levels of less or more than 55 GtCO,eq in 2030, and two concentration ranges in 2100 (430-530 ppm CO,eq and 530—650 ppm CO,eq). In all figures,
the median of the scenario set is shown without parentheses, the range between the 16th and 84th percentile of the scenario set is shown in the parentheses, and the number of
scenarios in the set is shown in square brackets. [Figures TS.12, TS.13, 6.21, 6.24, 6.25, Annex I1.10]

. . - . Increase in medium- and long-term
A ) 3 A Increase in total discounted mitigation costs in L
Consumption losses in cost-effective scenarios' . s S . mitigation costs due to delayed
scenarios with limited availability of technologies - . .
additional mitigation until 2030
- . . - [% increase in total discounted . e
[% reduction in consumption [percentage point reduction in s . [% increase in mitigation costs
. N P . mitigation costs (2015-2100) relative . . . P
relative to ] C I growth rate] . relative to immediate mitigation]
to default technology assumptions]
coni;e;:?t:ion 2030 2050 2100 2010 2010 2010 No CCs Nuhcz::zr L;TI::/d Limited Shem e
-2030 -2050 -2100 a ) Bioenergy | 2030- 2050~ 2030~ 2050~
[ppm COeq] out Wind 2050 2100 2050 2100
1.7 138 7 6 64
34 4.8 0.09 0.09 0.06
450 (430-480) | (1.0-3.7) (29-297) (4-18) (2-29) (44-78)
2.1-6.2 2.9-11.4 .06-0.2 .06-0.17 .04-0.14;
n:1g | 21762 [@SNA] 00602 | (0060.17) | (004-0.14) N:4] N:8] N:8] N:8] 2 15 44 37
(14-50) (5-59) (2-78) (16-82)
1.7 5 b
27 47 0.09 0.07 0.06 [N:34] N:29)
500 (480-530 0.6-2.1 N/A N/A N/A N/A
( ) ([N' 32]) (1.5-4.2) | (2.4-10.6) | (0.03-0.12) (0.04-0.12) | (0.03-0.13)
0.6 39 13 8 18
1.7 3.8 0.03 0.05 0.04
550 (530-580) | (0.2-1.3) (18-78) (2-23) (5-15) (4-66)
1.2-3. 1.2-7. .01-0. .03-0. .01-0.
tag | (12733 | (1273) | (001-008) | (0.03-008) | (0.01-0.09) |y gy N: 10] N: 10] N: 12) 3 4 15 16
(-=5-16) (-4-11) (3-32) (5-24)
0.3 5 b
13 23 0.02 0.03 0.03 N:14] [N:10]
580-650 0-0.9 N/A N/A N/A N/A
([N' 16]) (0.5-2.0) | (1.2-4.9) (0-0.04) (0.01-0.05) | (0.01-0.05)
Notes:

" Cost-effective scenarios assume immediate mitigation in all countries and a single global carbon price. In this analysis, they also impose no additional limitations on technol-

ogy relative to the models’ default technology assumptions.

2 Percentage increase of net present value of consumption losses in percent of baseline consumption (for scenarios from general equilibrium models) and abatement costs in
percent of baseline GDP (for scenarios from partial equilibrium models) for the period 2015-2100, discounted (see Box TS.10) at 5 % per year.

3 No CCS: CCSis not included in these scenarios. Nuclear phase out: No addition of nuclear power plants beyond those under construction, and operation of existing plants
until the end of their lifetime. Limited Solar/Wind: a maximum of 20 % global electricity generation from solar and wind power in any year of these scenarios. Limited Bioen-
ergy: a maximum of 100 EJ/yr modern bioenergy supply globally (modern bioenergy used for heat, power, combinations, and industry was around 18 EJ/yr in 2008 [11.13.5]).

4 Percentage increase of total undiscounted mitigation costs for the periods 2030—2050 and 2050—2100.

> The range is determined by the central scenarios encompassing the 16th and 84th percentile of the scenario set. Only scenarios with a time horizon until 2100 are included.
Some models that are included in the cost ranges for concentration levels above 530 ppm CO,eq in 2100 could not produce associated scenarios for concentration levels
below 530 ppm CO,eq in 2100 with assumptions about limited availability of technologies and/or delayed additional mitigation (see caption of Figure TS.13 for more details).

decision makers to undertake a more rapid, deeper, and costlier future
transformation of this infrastructure. Studies have found that aggre-
gate costs, and associated carbon prices, rise more rapidly to higher
levels in scenarios with delayed mitigation compared to scenarios
where mitigation is undertaken immediately. Recent modelling stud-
ies have found that delayed mitigation through 2030 can substantially
increase the aggregate costs of meeting 2100 concentrations of about
450 to about 500 ppm CO,eq, particularly in scenarios with emissions
greater than 55 GtCO,eq in 2030. (Figure TS.13, right panel; Table TS.2,
orange segments) [6.3.6.4]

The technological options available for mitigation greatly influ-
ence mitigation costs and the challenges of reaching atmo-
spheric concentration levels of about 450 to about 550 ppm
CO0,eq by 2100 (high confidence). Many models in recent model inter-
comparisons could not produce scenarios reaching atmospheric con-
centrations of about 450 ppm CO,eq by 2100 with broadly pessimistic
assumptions about key mitigation technologies. In these studies, the
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character and availability of CCS and bioenergy were found to have a
particularly important influence on the mitigation costs and the chal-
lenges of reaching concentration levels in this range. For those mod-
els that could produce such scenarios, pessimistic assumptions about
these increased discounted global mitigation costs of reaching concen-
tration levels of about 450 and about 550ppm CO,eq by the end of
the century significantly, with the effect being larger for more strin-
gent mitigation scenarios (Figure TS.13, left panel; Table TS.2, grey seg-
ments). The studies also showed that reducing energy demand could
potentially decrease mitigation costs significantly. [6.3.6.3]

The distribution of mitigation costs among different countries
depends in part on the nature of effort-sharing frameworks
and thus need not be the same as the distribution of mitiga-
tion efforts. Different effort-sharing frameworks draw upon
different ethical principles (medium confidence). In cost-effective
scenarios reaching concentrations of about 450 to about 550ppm
CO0,eq in 2100, the majority of mitigation investments over the course
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Figure TS.12| Global carbon prices (left panel) and consumption losses (right panel) over time in cost-effective, idealized implementation scenarios. Consumption losses are
expressed as the percentage reduction from consumption in the baseline. The number of scenarios included in the boxplots is indicated at the bottom of the panels. The 2030 num-
bers also apply to 2020 and 2050. The number of scenarios outside the figure range is noted at the top. Note: The figure shows only scenarios that reported consumption losses (a
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represented by a single scenario in the sample. [Figure 6.21]
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Box TS.9 | The meaning of ‘mitigation cost’ in the context of mitigation scenarios

Mitigation costs represent one component of the change in
human welfare from climate change mitigation. Mitigation costs
are expressed in monetary terms and generally are estimated
against baseline scenarios, which typically involve continued, and
sometimes substantial, economic growth and no additional and
explicit mitigation efforts [3.9.3, 6.3.6]. Because mitigation cost
estimates focus only on direct market effects, they do not take
into account the welfare value (if any) of co-benefits or adverse
side-effects of mitigation actions (Box TS.11) [3.6.3]. Further, these
costs do not capture the benefits of reducing climate impacts
through mitigation (Box TS.2).

There are a wide variety of metrics of aggregate mitigation
costs used by economists, measured in different ways or at
different places in the economy, including changes in GDP,
consumption losses, equivalent variation and compensating
variation, and loss in consumer and producer surplus. Consump-
tion losses are often used as a metric because they emerge from
many integrated models and they directly impact welfare. They
can be expressed as a reduction in overall consumption relative
to consumption in the corresponding baseline scenario in a
given year or as a reduction of the average rate of consumption
growth in the corresponding baseline scenario over a given time
period.

Mitigation costs need to be distinguished from emissions prices.
Emissions prices measure the cost of an additional unit of emis-
sions reduction; that is, the marginal cost. In contrast, mitigation
costs usually represent the total costs of all mitigation. In addition,
emissions prices can interact with other policies and measures, such
as regulatory policies directed at GHG reduction. If mitigation is
achieved partly by these other measures, emissions prices may not
reflect the actual costs of an additional unit of emissions reductions
(depending on how additional emissions reductions are induced).

In general, estimates of global aggregate mitigation costs over
the coming century from integrated models are based on largely
stylized assumptions about both policy approaches and existing
markets and policies, and these assumptions have an important
influence on cost estimates. For example, cost-effective idealized
implementation scenarios assume a uniform price on CO, and
other GHGs in every country and sector across the globe, and
constitute the least cost approach in the idealized case of largely
efficient markets without market failures other than the climate
change externality. Most long-term, global scenarios do not
account for the interactions between mitigation and pre-existing
or new policies, market failures, and distortions. Climate policies
can interact with existing policies to increase or reduce the actual
cost of climate policies. [3.6.3.3, 6.3.6.5]
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Figure TS.13| Left panel shows the relative increase in net present value mitigation costs (2015-2100, discounted at 5 % per year) from technology portfolio variations relative to
a scenario with default technology assumptions. Scenario names on the horizontal axis indicate the technology variation relative to the default assumptions: No CCS = unavailabil-
ity of carbon dioxide capture and storage (CCS); Nuclear phase out = No addition of nuclear power plants beyond those under construction; existing plants operated until the end
of their lifetime; Limited Solar/Wind = a maximum of 20 % global electricity generation from solar and wind power in any year of these scenarios; Limited Bioenergy = a maximum
of 100 exajoules per year (EJ/yr) modern bioenergy supply globally. [Figure 6.24] Right panel shows increase in long-term mitigation costs for the period 2050—2100 (sum over
undiscounted costs) as a function of reduced near-term mitigation effort, expressed as the relative change between scenarios implementing mitigation immediately and those that
correspond to delayed additional mitigation through 2020 or 2030 (referred to here as ‘'mitigation gap’). The mitigation gap is defined as the difference in cumulative CO, emis-
sions reductions until 2030 between the immediate and delayed additional mitigation scenarios. The bars in the lower right panel indicate the mitigation gap range where 75 %
of scenarios with 2030 emissions above (dark blue) and below (red) 55 GtCO,, respectively, are found. Not all model simulations of delayed additional mitigation until 2030 could
reach the lower concentration goals of about 450 or 500 (430-530) ppm CO,eq (for 2030 emissions above 55 GtC0,eq, 29 of 48 attempted simulations could reach the goal; for

2030 emissions below 55 GtCO,eq, 34 of 51 attempted simulations could reach the goal). [Figure 6.25]

of century occur in the non-OECD countries. Some studies exploring
particular effort-sharing frameworks, under the assumption of a global
carbon market, estimate that the associated financial flows could be
in the order of hundred billions of USD per year before mid-century to
bring concentrations to between about 450 and about 500 ppm CO,eq
in 2100. Most studies assume efficient mechanisms for international
carbon markets, in which case economic theory and empirical research
suggest that the choice of effort sharing allocations will not meaning-
fully affect the globally efficient levels of regional abatement or aggre-
gate global costs. Actual approaches to effort-sharing can deviate from
this assumption. [3.3, 6.3.6.6, 13.4.2.4]

Geoengineering denotes two clusters of technologies that are
quite distinct: carbon dioxide removal (CDR) and solar radia-

tion management (SRM). Mitigation scenarios assessed in AR5
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do not assume any geoengineering options beyond large-scale
CDR due to afforestation and BECCS. CDR techniques include affor-
estation, using bioenergy along with CCS (BECCS), and enhancing
uptake of CO, by the oceans through iron fertilization or increasing
alkalinity. Most terrestrial CDR techniques would require large-scale
land-use changes and could involve local and regional risks, while
maritime CDR may involve significant transboundary risks for ocean
ecosystems, so that its deployment could pose additional challenges
for cooperation between countries. With currently known technologies,
CDR could not be deployed quickly on a large scale. SRM includes vari-
ous technologies to offset crudely some of the climatic effects of the
build-up of GHGs in the atmosphere. It works by adjusting the planet’s
heat balance through a small increase in the reflection of incoming
sunlight such as by injecting particles or aerosol precursors in the
upper atmosphere. SRM has attracted considerable attention, mainly
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Box TS.10 | Future goods should be discounted at an appropriate rate

Investments aimed at mitigating climate change will bear fruit
far in the future, much of it more than 100 years from now. To
decide whether a particular investment is worthwhile, its future
benefits need to be weighed against its present costs. In doing
this, economists do not normally take a quantity of commodities
at one time as equal in value to the same quantity of the same
commodities at a different time. They normally give less value
to later commodities than to earlier ones. They ‘discount’ later
commodities, that is to say. The rate at which the weight given to
future goods diminishes through time is known as the ‘discount
rate’ on commodities.

There are two types of discount rates used for different purposes.
The market discount rate reflects the preferences of presently
living people between present and future commodities. The social
discount rate is used by society to compare benefits of present
members of society with those not yet born. Because living people
may be impatient, and because future people do not trade in

the market, the market may not accurately reflect the value of
commodities that will come to future people relative to those that
come to present people. So the social discount rate may differ
from the market rate.

The chief reason for social discounting (favouring present people
over future people) is that commodities have ‘diminishing
marginal benefit’ and per capita income is expected to increase
over time. Diminishing marginal benefit means that the value of

because of the potential for rapid deployment in case of climate emer-
gency. The suggestion that deployment costs for individual technolo-
gies could potentially be low could result in new challenges for inter-
national cooperation because nations may be tempted to prematurely
deploy unilaterally systems that are perceived to be inexpensive. Con-
sequently, SRM technologies raise questions about costs, risks, gover-
nance, and ethical implications of developing and deploying SRM, with
special challenges emerging for international institutions, norms and
other mechanisms that could coordinate research and restrain testing
and deployment. [1.4,3.3.7, 6.9, 13.4.4]

Knowledge about the possible beneficial or harmful effects of
SRM is highly preliminary. SRM would have varying impacts on
regional climate variables such as temperature and precipitation, and
might result in substantial changes in the global hydrological cycle
with uncertain regional effects, for example on monsoon precipita-
tion. Non-climate effects could include possible depletion of strato-
spheric ozone by stratospheric aerosol injections. A few studies have
begun to examine climate and non-climate impacts of SRM, but there
is very little agreement in the scientific community on the results or

extra commodities to society declines as people become better
off. If economies continue to grow, people who live later in time
will on average be better off—possess more commodities—than
people who live earlier. The faster the growth and the greater the
degree of diminishing marginal benefit, the greater should be the
discount rate on commodities. If per capita growth is expected to
be negative (as it is in some countries), the social discount rate
may be negative.

Some authors have argued, in addition, that the present genera-
tion of people should give less weight to later people’s well-being
just because they are more remote in time. This factor would add
to the social discount rate on commodities.

The social discount rate is appropriate for evaluating mitigation
projects that are financed by reducing current consumption. If a
project is financed partly by ‘crowding out’ other investments, the
benefits of those other investments are lost, and their loss must
be counted as an opportunity cost of the mitigation project. If a
mitigation project crowds out an exactly equal amount of other
investment, then the only issue is whether or not the mitiga-
tion investment produces a greater return than the crowded-out
investment. This can be tested by evaluating the mitigation
investment using a discount rate equal to the return that would
have been expected from the crowded out investment. If the
market functions well, this will be the market discount rate.
[3.6.2]

on whether the lack of knowledge requires additional research or
eventually field testing of SRM-related technologies. 1.4, 3.3.7, 6.9,
13.4.4]

TS.3.1.4  Implications of mitigation pathways for other

objectives

Mitigation scenarios reaching about 450 to about 500 ppm
C0,eq by 2100 show reduced costs for achieving energy secu-
rity and air quality objectives (medium confidence) (Figure TS.14,
lower panel). The mitigation costs of most of the scenarios in this
assessment do not consider the economic implications of the cost
reductions for these other objectives (Box TS.9). There is a wide range
of co-benefits and adverse side-effects other than air quality and
energy security (Tables TS.4—8). The impact of mitigation on the over-
all costs for achieving many of these other objectives as well as the
associated welfare implications are less well understood and have
not been assessed thoroughly in the literature (Box TS.11). [3.6.3,
4.8, 6.6]
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Figure TS.14| Co-benefits of mitigation for energy security and air quality in scenarios with stringent climate policies reaching about 450 to about 500 (430-530) ppm CO,eq
concentrations in 2100. Upper panels show co-benefits for different security indicators and air pollutant emissions. Lower panel shows related global policy costs of achieving the
energy security, air quality, and mitigation objectives, either alone (w, x, y) or simultaneously (z). Integrated approaches that achieve these objectives simultaneously show the high-
est cost-effectiveness due to synergies (w + X + y > z). Policy costs are given as the increase in total energy system costs relative to a baseline scenario without additional efforts to
reduce GHG emissions beyond those in place today. Costs are indicative and do not represent full uncertainty ranges. [Figure 6.33]

Mitigation scenarios reaching about 450 to about 500 ppm
CO,eq by 2100 show co-benefits for energy security objectives,
enhancing the sufficiency of resources to meet national energy
demand as well as the resilience of the energy system (medium
confidence). These mitigation scenarios show improvements in terms
of the diversity of energy sources and reduction of energy imports,
resulting in energy systems that are less vulnerable to price volatility
and supply disruptions (Figure TS.14, upper left panel). [6.3.6, 6.6, 7.9,
8.7,9.7,10.8,11.13.6, 12.8]

Mitigation policy could devalue fossil fuel assets and reduce
revenues for fossil fuel exporters, but differences between
regions and fuels exist (high confidence). Most mitigation scenarios
are associated with reduced revenues from coal and oil trade for major
exporters (high confidence). However, a limited number of studies find
that mitigation policies could increase the relative competitiveness of
conventional oil vis-a-vis more carbon-intensive unconventional oil
and ‘coal-to-liquids’. The effect of mitigation on natural gas export rev-
enues is more uncertain, with some studies showing possible benefits
for export revenues in the medium term until about 2050 (medium
confidence). The availability of CCS would reduce the adverse effect
of mitigation on the value of fossil fuel assets (medium confidence).
[6.3.6, 6.6, 14.4.2]

Fragmented mitigation policy can provide incentives for emis-
sion-intensive economic activity to migrate away from a region
that undertakes mitigation (medium confidence). Scenario studies
have shown that such ‘carbon leakage’ rates of energy-related emis-
sions are relatively contained, often below 20% of the emissions
reductions. Leakage in land-use emissions could be substantial, though
fewer studies have quantified it. While border tax adjustments are
seen as enhancing the competitiveness of GHG- and trade-intensive
industries within a climate policy regime, they can also entail welfare
losses for non-participating, and particularly developing, countries.
[5.4,6.3,13.8,14.4]

Mitigation scenarios leading to atmospheric concentration lev-
els of about 450 to about 500 ppm CO,eq in 2100 are associated
with significant co-benefits for air quality and related human
health and ecosystem impacts. The benefits from major cuts in
air pollutant emissions are particularly high where currently
legislated and planned air pollution controls are weak (high con-
fidence). Stringent mitigation policies result in co-controls with major
cuts in air pollutant emissions significantly below baseline scenarios
(Figure TS.14, upper right panel). Co-benefits for health are particularly
high in today’s developing world. The extent to which air pollution

policies, targeting for example black carbon (BC), can mitigate climate
change is uncertain. [5.7, 6.3, 6.6, 7.9, 8.7, 9.7, 10.8, 11.7, 11.13.6,
12.8; WGII 11.9]

There is a wide range of possible adverse side-effects as well
as co-benefits and spillovers from climate policy that have not
been well-quantified (high confidence). Whether or not side-effects
materialize, and to what extent side-effects materialize, will be case-
and site-specific, as they will depend on local circumstances and the
scale, scope, and pace of implementation. Important examples include
biodiversity conservation, water availability, food security, income dis-
tribution, efficiency of the taxation system, labour supply and employ-
ment, urban sprawl, and the sustainability of the growth of developing
countries. (Box TS.11)

Some mitigation policies raise the prices for some energy
services and could hamper the ability of societies to expand
access to modern energy services to underserved populations
(low confidence). These potential adverse side-effects can be
avoided with the adoption of complementary policies (medium
confidence). Most notably, about 1.3 hillion people worldwide do not
have access to electricity and about 3 billion are dependent on tradi-
tional solid fuels for cooking and heating with severe adverse effects
on health, ecosystems and development. Providing access to modern
energy services is an important sustainable development objective.
The costs of achieving nearly universal access to electricity and clean
fuels for cooking and heating are projected to be between 72 to 95
billion USD per year until 2030 with minimal effects on GHG emis-
sions (limited evidence, medium agreement). A transition away from
the use of traditional biomass' and the more efficient combustion of
solid fuels reduce air pollutant emissions, such as sulfur dioxide (SO,),
nitrogen oxides (NO,), carbon monoxide (CO), and black carbon (BC),
and thus yield large health benefits (high confidence). [4.3, 6.6, 7.9,
9.3,9.7,11.13.6, 16.8]

The effect of mitigation on water use depends on technologi-
cal choices and the portfolio of mitigation measures (high con-
fidence). While the switch from fossil energy to renewable energy like
photovoltaic (PV) or wind can help reducing water use of the energy
system, deployment of other renewables, such as some forms of hydro-
power, concentrated solar power (CSP), and bioenergy may have
adverse effects on water use. [6.6, 7.9, 9.7, 10.8, 11.7, 11.13.6]

3 Traditional biomass refers to the biomass — fuelwood, charcoal, agricultural resi-
dues, and animal dung — used with the so-called traditional technologies such as
open fires for cooking, rustic kilns and ovens for small industries (see Glossary).
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Box TS.11 | Accounting for the co-benefits and adverse side-effects of mitigation

A government policy or a measure intended to achieve one objec-
tive (such as mitigation) will also affect other objectives (such as
local air quality). To the extent these side-effects are positive, they
can be deemed ‘co-benefits’; otherwise they are termed ‘adverse
side-effects’. In this report, co-benefits and adverse side-effects
are measured in non-monetary units. Determining the value of
these effects to society is a separate issue. The effects of co-ben-
efits on social welfare are not evaluated in most studies, and one
reason is that the value of a co-benefit depends on local circum-
stances and can be positive, zero, or even negative. For example,
the value of the extra tonne of sulfur dioxide (SO,) reduction

that occurs with mitigation depends greatly on the stringency

of existing SO, control policies: in the case of weak existing SO,
policy, the value of SO, reductions may be large, but in the case
of stringent existing SO, policy it may be near zero. If SO, policy
is too stringent, the value of the co-benefit may be negative
(assuming SO, policy is not adjusted). While climate policy affects
non-climate objectives (Tables TS.4-8) other policies also affect
climate change outcomes. [3.6.3, 4.8, 6.6, Glossary]

Mitigation can have many potential co-benefits and adverse
side-effects, which makes comprehensive analysis difficult. The

Mitigation scenarios and sectoral studies show that overall the
potential for co-benefits of energy end-use measures outweigh
the potential adverse side-effects, whereas the evidence sug-
gests this may not be the case for all energy supply and AFOLU
measures (high confidence). (Tables T5.4-8) [4.8, 5.7, 6.6, 7.9, 8.7,
9.7,10.8,11.7,11.13.6, 12.8]

TS.3.2  Sectoral and cross-sectoral mitigation

measures

Anthropogenic GHG emissions result from a broad set of human
activities, most notably those associated with energy supply and con-
sumption and with the use of land for food production and other
purposes. A large proportion of emissions arise in urban areas. Miti-
gation options can be grouped into three broad sectors: (1) energy
supply, (2) energy end-use sectors including transport, buildings,
industry, and (3) AFOLU. Emissions from human settlements and
infrastructures cut across these different sectors. Many mitigation
options are linked. The precise set of mitigation actions taken in any
sector will depend on a wide range of factors, including their relative
economics, policy structures, normative values, and linkages to other
policy objectives. The first section examines issues that cut across
the sectors and the following subsections examine the sectors them-
selves.
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direct benefits of climate policy include, for example, intended
effects on global mean surface temperature, sea level rise, agri-
cultural productivity, biodiversity, and health effects of global
warming [WGII TS]. The co-benefits and adverse side-effects of
climate policy could include effects on a partly overlapping set
of objectives such as local air pollutant emissions reductions
and related health and ecosystem impacts, biodiversity con-
servation, water availability, energy and food security, energy
access, income distribution, efficiency of the taxation system,
labour supply and employment, urban sprawl, and the sustain-
ability of the growth of developing countries [3.6, 4.8, 6.6,
15.2].

All these side-effects are important, because a comprehensive
evaluation of climate policy needs to account for benefits and
costs related to other objectives. If overall social welfare is to
be determined and quantified, this would require valuation
methods and a consideration of pre-existing efforts to attain
the many objectives. Valuation is made difficult by factors such
as interaction between climate policies and pre-existing non-
climate policies, externalities, and non-competitive behaviour.
[3.6.3]

TS.3.2.1  Cross-sectoral mitigation pathways and

measures

Without new mitigation policies GHG emissions are projected
to grow in all sectors, except for net CO, emissions in the
AFOLU" sector (robust evidence, medium agreement). Energy sup-
ply sector emissions are expected to continue to be the major source
of GHG emissions in baseline scenarios, ultimately accounting for the
significant increases in indirect emissions from electricity use in the
buildings and the industry sectors. Deforestation decreases in most of
the baseline scenarios, which leads to a decline in net CO, emissions
from the AFOLU sector. In some scenarios the AFOLU sector changes
from an emission source to a net emission sink towards the end of the
century. (Figure TS.15) [6.3.1.4, 6.8]

Infrastructure developments and long-lived products that lock
societies into GHG-intensive emissions pathways may be dif-
ficult or very costly to change, reinforcing the importance of
early action for ambitious mitigation (robust evidence, high agree-
ment). This lock-in risk is compounded by the lifetime of the infrastruc-
ture, by the difference in emissions associated with alternatives, and

" Net AFOLU CO, emissions include emissions and removals of CO, from the AFOLU
sector, including land under forestry and, in some assessments, CO, sinks in agri-
cultural soils.



the magnitude of the investment cost. As a result, lock-in related to
infrastructure and spatial planning is the most difficult to eliminate,
and thus avoiding options that lock high emission patterns in perma-
nently is an important part of mitigation strategies in regions with rap-
idly developing infrastructure. In mature or established cities, options
are constrained by existing urban forms and infrastructure, and limits
on the potential for refurbishing or altering them. However, materials,
products and infrastructure with long lifetimes and low lifecycle emis-
sions can ensure positive lock-in as well as avoid emissions through
dematerialization (i.e., through reducing the total material inputs
required to deliver a final service). [5.6.3, 6.3.6.4, 9.4, 10.4, 12.3, 12.4]

Systemic and cross-sectoral approaches to mitigation are
expected to be more cost-effective and more effective in cut-
ting emissions than sector-by-sector policies (medium confi-
dence). Cost-effective mitigation policies need to employ a system
perspective in order to account for inter-dependencies among differ-
ent economic sectors and to maximize synergistic effects. Stabiliz-
ing atmospheric CO,eq concentrations at any level will ultimately
require deep reductions in emissions and fundamental changes to
both the end-use and supply-side of the energy system as well as
changes in land-use practices and industrial processes. In addition,
many low-carbon energy supply technologies (including CCS) and

Direct Emissions
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their infrastructural requirements face public acceptance issues lim-
iting their deployment. This applies also to the adoption of new tech-
nologies, and structural and behavioural change, in the energy end-
use sectors (robust evidence, high agreement) [7.9.4, 8.7, 9.3.10,
9.8, 10.8, 11.3, 11.13]. Lack of acceptance may have implications
not only for mitigation in that particular sector, but also for wider
mitigation efforts.

Integrated models identify three categories of energy system
related mitigation measures: the decarbonization of the energy
supply sector, final energy demand reductions, and the switch to
low-carbon energy carriers, including electricity, in the energy
end-use sectors (robust evidence, high agreement) [6.3.4, 6.8, 7.11].
The broad range of sectoral mitigation options available mainly relate
to achieving reductions in GHG emissions intensity, energy intensity
and changes in activity (Table TS.3) [7.5, 8.3, 8.4, 9.3, 10.4, 12.4]. Direct
options in AFOLU involve storing carbon in terrestrial systems (for
example, through afforestation) and providing bioenergy feedstocks
[11.3, 11.13]. Options to reduce non-CO, GHG emissions exist across
all sectors, but most notably in agriculture, energy supply, and industry.

Demand reductions in the energy end-use sectors, due to, e.g.,
efficiency enhancement and behavioural change, are a key miti-

Direct and Indirect Emissions

e =
= 80 \; 80
EN [ co, Transport — Max Q, B co, Transport
8 Il CO, Buildings — 75 percentile S Il CO, Buildings
G I <o, Industry . _ Median G I <O, Industry
—t CO, Energy Suppl — CO, Ei Suppl
P oy somnly g e @ o Gorerati
g 60 coz Electr|C|ty g 60 excl. elec I'ICIty eneration
@ I O, Net AFOLU ~ Min - Actual 2010 Level
£ Non-CO, (All Sectors) £
wo e Actual 2010 Level L
- -
g = g
S S
=40 = 40
o k=
=]
— o
2100 | s 2100
= =
[J)
20 2050 | - _— 'E 20 2050 = -
- “ul ol
= = |
0
Transport  Buildings Industry  Energy Electricity* Net AFOLU Non-CO, Transport  Buildings  Industry Energy
Supply Supply
n= IEIEIE solsol6s 80|8o|6s 103[103]8s 1a7]147[127 131131118 121]121]107 77| 77|68 68|6s| 59 68| 68|59 103|103 8

Figure TS.15| Direct (left panel) and direct and indirect emissions (right panel) of CO, and non-CO, GHGs across sectors in baseline scenarios. Non-CO, GHGs are converted to
C0,-equivalents based on Global Warming Potentials with a 100-year time horizon from the IPCC Second Assessment Report (SAR) (see Box TS.5). Note that in the case of indirect
emissions, only electricity generation emissions are allocated from energy supply to end-use sectors. In the left panel electricity sector emissions are shown (Electricity*) in addition
to energy supply sector emissions which they are part of, to illustrate their large role on the energy supply side. The numbers at the bottom refer to the number of scenarios included
in the ranges that differ across sectors and time due to different sectoral resolutions and time horizons of models. [Figure 6.34]
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Figure TS.16| Influence of energy demand on the deployment of energy supply technologies in 2050 in mitigation scenarios reaching about 450 to about 500 (430—530) ppm
CO,eq concentrations by 2100. Blue bars for ‘low energy demand’ show the deployment range of scenarios with limited growth of final energy of < 20 % in 2050 compared
to 2010. Red bars show the deployment range of technologies in case of ‘high energy demand' (> 20 % growth in 2050 compared to 2010). For each technology, the median,
interquartile, and full deployment range is displayed. Notes: Scenarios assuming technology restrictions and scenarios with final energy in the base-year outside + 5 % of 2010
inventories are excluded. Ranges include results from many different integrated models. Multiple scenario results from the same model were averaged to avoid sampling biases; see

Chapter 6 for further details. [Figure 7.11]

gation strategy and affect the scale of the mitigation challenge
for the energy supply side (high confidence). Limiting energy demand:
(1) increases policy choices by maintaining flexibility in the technology
portfolio; (2) reduces the required pace for up-scaling low-carbon energy
supply technologies and hedges against related supply-side risks (Fig-
ure TS.16); (3) avoids lock-in to new, or potentially premature retirement
of, carbon-intensive infrastructures; (4) maximizes co-benefits for other
policy objectives, since the potential for co-benefits of energy end-use
measures outweighs the potential for adverse side-effects which may
not be the case for all supply-side measures (see Tables T5.4-8); and
(5) increases the cost-effectiveness of the transformation (as compared
to mitigation strategies with higher levels of energy demand) (medium
confidence). However, energy service demand reductions are unlikely in
developing countries or for poorer population segments whose energy
service levels are low or partially unmet. [6.3.4, 6.6, 7.11, 10.4]

Behaviour, lifestyle, and culture have a considerable influence
on energy use and associated emissions, with a high mitigation
potential in some sectors, in particular when complementing
technological and structural change (medium evidence, medium
agreement). Emissions can be substantially lowered through: changes
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in consumption patterns (e.g., mobility demand and mode, energy use
in households, choice of longer-lasting products); dietary change and
reduction in food wastes; and change of lifestyle (e.g., stabilizing/low-
ering consumption in some of the most developed countries, sharing
economy and other behavioural changes affecting activity) (Table
TS.3).18.1,8.9,9.2,9.3, Box 10.2,10.4, 11.4,12.4,12.6, 12.7]

Evidence from mitigation scenarios indicates that the decar-
bonization of energy supply is a key requirement for stabiliz-
ing atmospheric CO,eq concentrations below 580 ppm (robust
evidence, high agreement). In most long-term mitigation scenarios not
exceeding 580 ppm CO,eq by 2100, global energy supply is fully decar-
bonized at the end of the 21st century with many scenarios relying on
a net removal of CO, from the atmosphere. However, because exist-
ing supply systems are largely reliant on carbon-intensive fossil fuels,
energy intensity reductions can equal or outweigh decarbonization of
energy supply in the near term. In the buildings and industry sector, for
example, efficiency improvements are an important strategy for reduc-
ing indirect emissions from electricity generation (Figure TS.15). In the
long term, the reduction in electricity generation emissions is accom-
panied by an increase in the share of electricity in end uses (e.g., for
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Figure TS.17| Direct emissions of CO, and non-CO, GHGs across sectors in mitigation scenarios that reach about 450 (430-480) ppm CO,eq concentrations in 2100 with using
carbon dioxide capture and storage (CCS) (left panel) and without using CCS (right panel). The numbers at the bottom of the graphs refer to the number of scenarios included in the
ranges that differ across sectors and time due to different sectoral resolutions and time horizons of models. White dots in the right panel refer to emissions of individual scenarios to
give a sense of the spread within the ranges shown due to the small number of scenarios. [Figures 6.35]

space and process heating, and potentially for some modes of trans-
port). Deep emissions reductions in transport are generally the last to
emerge in integrated modelling studies because of the limited options
to switch to low-carbon energy carriers compared to buildings and
industry (Figure TS.17). [6.3.4, 6.8, 8.9, 9.8, 10.10, 7.11, Figure 6.17]

The availability of CDR technologies affects the size of the miti-
gation challenge for the energy end-use sectors (robust evidence,
high agreement) [6.8, 7.11]. There are strong interdependencies in
mitigation scenarios between the required pace of decarbonization of
energy supply and end-use sectors. The more rapid decarbonization of
supply generally provides more flexibility for the end-use sectors. How-
ever, barriers to decarbonizing the supply side, resulting for example
from a limited availability of CCS to achieve negative emissions when
combined with bioenergy, require a more rapid and pervasive decar-
bonisation of the energy end-use sectors in scenarios achieving low-
CO,eq concentration levels (Figure TS.17). The availability of mature
large-scale biomass supply for energy, or carbon sequestration tech-
nologies in the AFOLU sector also provides flexibility for the develop-
ment of mitigation technologies in the energy supply and energy end-
use sectors [11.3] (limited evidence, medium agreement), though there
may be adverse impacts on sustainable development.

Spatial planning can contribute to managing the development
of new infrastructure and increasing system-wide efficiencies
across sectors (robust evidence, high agreement). Land use, transport

choice, housing, and behaviour are strongly interlinked and shaped by
infrastructure and urban form. Spatial and land-use planning, such as
mixed-zoning, transport-oriented development, increasing density, and
co-locating jobs and homes can contribute to mitigation across sectors
by (1) reducing emissions from travel demand for both work and lei-
sure, and enabling non-motorized transport, (2) reducing floor space for
housing, and hence (3) reducing overall direct and indirect energy use
through efficient infrastructure supply. Compact and in-fill development
of urban spaces and intelligent densification can save land for agricul-
ture and bioenergy and preserve land carbon stocks. [8.4, 9.10, 10.5,
11.10,12.2,12.3]

Interdependencies exist between adaptation and mitigation at
the sectoral level and there are benefits from considering adap-
tation and mitigation in concert (medium evidence, high agree-
ment). Particular mitigation actions can affect sectoral climate vulner-
ability, both by influencing exposure to impacts and by altering the
capacity to adapt to them [8.5, 11.5]. Other interdependencies include
climate impacts on mitigation options, such as forest conservation or
hydropower production [11.5.5, 7.7], as well as the effects of particular
adaptation options, such as heating or cooling of buildings or estab-
lishing more diversified cropping systems in agriculture, on GHG emis-
sions and radiative forcing [11.5.4, 9.5]. There is a growing evidence
base for such interdependencies in each sector, but there are substan-
tial knowledge gaps that prevent the generation of integrated results
at the cross-sectoral level.
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Table TS.3| Main sectoral mitigation measures categorized by key mitigation strategies (in bold) and associated sectoral indicators (highlighted in yellow) as discussed in
Chapters 7-12.

GHG emissions Energy intensity reduction by Production and resource Structural and systems Activity indicator change
intensity reduction improving technical efficiency efficiency improvement efficiency improvement
Emissions/ secondary Energy input/ energy output Embodied energy/ energy output Final energy use
— energy output -
wn
': Greater deployment of renewable | Extraction, transport and Energy embodied in manufacturing | Addressing integration needs Demand from end-use sectors
-% energy (RE), nuclear energy, conversion of fossil fuels; of energy extraction, for different energy carriers (see
i and (BE)CCS; fuel switching electricity/ heat/ fuel transmission, | conversion, transmission and Transport, Buildings and Industry)
= within the group of fossil fuels; distribution, and storage; distribution technologies
E reduction of fugitive (methane) Combined Heat and Power (CHP)
- emissions in the fossil fuel chain or cogeneration (see Buildings
and Human Settlements)
Emissions/ final energy Final energy/ transport service Shares for each mode Total distance per year
g Fuel carbon intensity Energy intensity Embodied emissions during Modal shifts from light-duty Journey avoidance; higher
= (CO,eq/megajoule (MJ)): (MJ/passenger-km, tonne- vehicle manufacture; material vehicles (LDVs) to public transit, occupancy/loading rates; reduced
§ Fuel switching to low-carbon km): Fuel-efficient engines and efficiency; and recycling of cycling/walking, and from aviation | transport demand; urban planning
s fuels e.g., electricity/hydrogen vehicle designs; more advanced materials (see Industry); and heavy-duty vehicles (HDVs) (see Human Settlements)
= from low-carbon sources (see propulsion systems and designs; infrastructure lifecycle emissions to rail; eco-driving; improved
Energy); specific biofuels in use of lighter materials in vehicles | (see Human Settlements) freight logistics; transport
various modes (see AFOLU) (infrastructure) planning
Emissions/ final energy Final energy/ useful energy Embodied energy/ Useful energy/ energy service Energy service demand
operating energy
g Fuel carbon intensity Device efficiency: heating/ Building lifetime; component, Systemic efficiency: integrated | Behavioural change (e.g.,
% (CO,eq/M)): Building- cooling (high-performance boilers, | equipment, and appliance design process; low/zero energy thermostat setting, appliance use);
% integrated RE technologies; fuel ventilation, air-conditioning, durability; low(er) energy and buildings; building automation lifestyle change (e.g., per capita
3 switching to low-carbon fuels, heat pumps); water heating; emission material choice for and controls; urban planning; dwelling size, adaptive comfort)
e.g., electricity (see Energy) cooking (advanced biomass construction (see Industry) district heating/cooling and CHP;
stoves); lighting; appliances smart meters/grids; commissioning
Emissions/ final energy Final energy/ material production | Material input/ product output Product demand/ service demand | Service demand
Emissions intensity: Process Energy efficiency/ best Material efficiency: Product-service efficiency: Reduced demand for, e.g.,
— emissions reductions; use of available technologies: Reducing yield losses; More intensive use of products products such as clothing;
S waste (e.g., municipal solid waste | Efficient steam systems; manufacturing/construction: (e.g., car sharing, using products | alternative forms of travel
E;, (MSW)/sewage sludge in cement | furnace and boiler systems; process innovations, new design such as clothing for longer, new leading to reduced demand
’g kilns) and CCS in industry; HFCs electric motor (pumps, fans, approaches, re-using old material and more durable products) for car manufacturing
2 replacement and leak repair; air compressor, refrigerators, (e.g., structural steel); product
fuel switching among fossil fuels and material handling) and design (e.g., light weight car
to low-carbon electricity (see electronic control systems; (waste) | design); fly ash substituting clinker
Energy) or biomass (see AFOLU) heat exchanges; recycling
2 Emissions/ final energy Final energy/ useful energy Material input in infrastructure Useful energy/ energy service Service demand per capita
é g 'f Integration of urban Cogeneration, heat cascading, Managed infrastructure supply; Compact urban form; increased Increasing accessibility:
2 £ = | renewables; urban-scale fuel waste to energy reduced primary material accessibility; mixed land use shorter travel time, and more
a switching programmes input for infrastructure transport mode options
Supply-side improvements Demand-side measures
g _ Emissions/ area or unit product (conserved, restored) Animal/crop product consumption per capita
_og ; Emissions reduction: of methane (e.g., Sequestration: Increasing the Substitution: of biological Demand-side measures: Reducing losses
; § livestock management) and nitrous oxide size of existing carbon pools, products for fossil fuels or and wastes of food; changes in human diets
‘g § (fertilizer and manure management) thereby extracting CO, from the energy-intensive products, towards less emission-intensive products;
S < | andprevention of emissions to the atmosphere (e.g., afforestation, thereby reducing CO, emissions, use of long-lived wood products
g g atmosphere by conserving existing carbon reforestation, integrated systems, e.g., biomass co-firing/CHP (see
% = pools in soils or vegetation (reducing carbon sequestration in soils) Energy), biofuels (see Transport),
2 3 deforestation and forest degradation, fire biomass-based stoves, and
g prevention/control, agroforestry); reduced insulation products (see Buildings)
emissions intensity (GHG/unit product).
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TS.3.2.2  Energy supply

The energy supply sector is the largest contributor to global
GHG emissions (robust evidence, high agreement). Annual GHG emis-
sions from the global energy supply sector grew more rapidly between
2000 and 2010 than in the previous decade; their growth accelerated
from 1.7 %/yr from 1990-2000 to 3.1 %/yr from 2000—2010. The main
contributors to this trend are an increasing demand for energy services
and a growing share of coal in the global fuel mix. The energy supply
sector, as defined in this report, comprises all energy extraction, con-
version, storage, transmission, and distribution processes that deliver
final energy to the end-use sectors (industry, transport, buildings, agri-
culture and forestry). [7.2, 7.3]

In the baseline scenarios assessed in AR5, direct CO, emissions
from the energy supply sector increase from 14.4 GtCO,/yr
in 2010 to 24-33 GtCO,/yr in 2050 (25-75th percentile; full
range 15-42 GtCO,/yr), with most of the baseline scenarios
assessed in WGIII AR5 showing a significant increase (medium
evidence, medium agreement) (Figure TS.15). The lower end of the
full range is dominated by scenarios with a focus on energy inten-
sity improvements that go well beyond the observed improvements
over the past 40 years. The availability of fossil fuels alone will not
be sufficient to limit CO,eq concentration to levels such as 450 ppm,
550 ppm, or 650 ppm. [6.3.4, 6.8, 7.11, Figure 6.15]

The energy supply sector offers a multitude of options to reduce
GHG emissions (robust evidence, high agreement). These options
include: energy efficiency improvements and fugitive emission reduc-
tions in fuel extraction as well as in energy conversion, transmission,
and distribution systems; fossil fuel switching; and low-GHG energy
supply technologies such as renewable energy (RE), nuclear power, and
CCS (Table TS.3). [7.5, 7.8.1, 7.11]

The stabilization of GHG concentrations at low levels requires
a fundamental transformation of the energy supply system,
including the long-term phase-out of unabated fossil fuel con-
version technologies and their substitution by low-GHG alter-
natives (robust evidence, high agreement). Concentrations of CO, in
the atmosphere can only be stabilized if global (net) CO, emissions
peak and decline toward zero in the long term. Improving the energy
efficiencies of fossil fuel power plants and/or the shift from coal to
gas will not by themselves be sufficient to achieve this. Low-GHG
energy supply technologies would be necessary if this goal were to be
achieved (Figure T5.19). [7.5.1, 7.8.1, 7.11]

Decarbonizing (i.e., reducing the carbon intensity of) electric-
ity generation is a key component of cost-effective mitigation
strategies in achieving low-stabilization levels (430-530 ppm
C0,eq); in most integrated modelling scenarios, decarboniza-
tion happens more rapidly in electricity generation than in
the buildings, transport, and industry sectors (medium evidence,
high agreement) (Figure TS.17). In the majority of mitigation scenar-
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ios reaching about 450 ppm CO,eq concentrations by 2100, the share
of low-carbon electricity supply (comprising RE, nuclear, fossil fuels
with CCS, and BECCS) increases from the current share of around
30% to more than 80% by 2050, and fossil fuel power generation
without CCS is phased out almost entirely by 2100 (Figures TS.17 and
TS.18) [7.14].

Since AR4, many RE technologies have demonstrated substantial
performance improvements and cost reductions, and a growing
number of RE technologies have achieved a level of maturity
to enable deployment at significant scale (robust evidence, high
agreement). Some technologies are already economically competitive in
various settings. Levelized costs of PV systems fell most substantially
between 2009 and 2012, and a less extreme trend has been observed
for many others RE technologies. Regarding electricity generation alone,
RE accounted for just over half of the new electricity-generating capacity
added globally in 2012, led by growth in wind, hydro, and solar power.
Decentralized RE to meet rural energy needs has also increased, includ-
ing various modern and advanced traditional biomass options as well
as small hydropower, PV, and wind. Nevertheless, many RE technologies
still need direct support (e.g., feed-in tariffs (FITs), RE quota obligations,
and tendering/bidding) and/or indirect support (e.qg., sufficiently high
carbon prices and the internalization of other externalities), if their mar-
ket shares are to be significantly increased. RE technology policies have
been successful in driving the recent growth of RE. Additional enabling
policies are needed to address their integration into future energy sys-
tems. (medium evidence, medium agreement) (Figure TS.19) [7.5.3,
7.6.1,7.82,7.12,11.13]

The use of RE is often associated with co-benefits, including
the reduction of air pollution, local employment opportunities,
few severe accidents compared to some other energy supply
technologies, as well as improved energy access and security
(medium evidence, medium agreement) (Table TS.4). At the same time,
however, some RE technologies can have technology and location-spe-
cific adverse side-effects, which can be reduced to a degree through
appropriate technology selection, operational adjustments, and siting
of facilities. [7.9]

Infrastructure and integration challenges vary by RE technology
and the characteristics of the existing energy system (medium
evidence, medium agreement). Operating experience and studies of
medium to high penetrations of RE indicate that integration issues can
be managed with various technical and institutional tools. As RE pen-
etrations increase, such issues are more challenging, must be carefully
considered in energy supply planning and operations to ensure reliable
energy supply, and may result in higher costs. [7.6, 7.8.2]

Nuclear energy is a mature low-GHG emission source of base-
load power, but its share of global electricity generation has
been declining (since 1993). Nuclear energy could make an
increasing contribution to low-carbon energy supply, but a
variety of barriers and risks exist (robust evidence, high agree-
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Figure TS.18| Share of low-carbon energy in total primary energy, electricity and liquid fuels supply sectors for the year 2050. Dashed horizontal lines show the low-carbon share
for the year 2010. Low-carbon energy includes nuclear, renewables, fossil fuels with carbon dioxide capture and storage (CCS) and bioenergy with CCS. [Figure 7.14]

ment) (Figure TS.19). Nuclear electricity accounted for 11 % of the
world’s electricity generation in 2012, down from a high of 17 % in
1993. Pricing the externalities of GHG emissions (carbon pricing)
could improve the competitiveness of nuclear power plants. [7.2,
7.5.4,7.8.1,7.12]

Barriers and risks associated with an increasing use of nuclear
energy include operational risks and the associated safety
concerns, uranium mining risks, financial and regulatory risks,
unresolved waste management issues, nuclear weapon prolif-
eration concerns, and adverse public opinion (robust evidence,
high agreement) (Table TS.4). New fuel cycles and reactor technologies
addressing some of these issues are under development and progress
has been made concerning safety and waste disposal. Investigation of
mitigation scenarios not exceeding 580 ppm CO,eq has shown that
excluding nuclear power from the available portfolio of technologies
would result in only a slight increase in mitigation costs compared to
the full technology portfolio (Figure TS.13). If other technologies, such
as CCS, are constrained the role of nuclear power expands. [6.3.6,
7.5.4,7.82,7.9,7.11]

GHG emissions from energy supply can be reduced signifi-
cantly by replacing current world average coal-fired power
plants with modern, highly efficient natural gas combined
cycle power plants or combined heat and power (CHP) plants,
provided that natural gas is available and the fugitive emis-
sions associated with its extraction and supply are low or mit-
igated (robust evidence, high agreement). In mitigation scenarios
reaching about 450 ppm CO,eq concentrations by 2100, natural gas
power generation without CCS typically acts as a bridge technology,
with deployment increasing before peaking and falling to below
current levels by 2050 and declining further in the second half of
the century (robust evidence, high agreement). [7.5.1, 7.8, 7.9, 7.11,
7.12]

Carbon dioxide capture and storage (CCS) technologies could
reduce the lifecycle GHG emissions of fossil fuel power plants
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(medium evidence, medium agreement). While all components of inte-
grated CCS systems exist and are in use today by the fossil fuel extrac-
tion and refining industry, CCS has not yet been applied at scale to
a large, commercial fossil fuel power plant. CCS power plants could
be seen in the market if they are required for fossil fuel facilities by
regulation or if they become competitive with their unabated coun-
terparts, for instance, if the additional investment and operational
costs faced by CCS plants, caused in part by efficiency reductions, are
compensated by sufficiently high carbon prices (or direct financial sup-
port). Beyond economic incentives, well-defined regulations concern-
ing short- and long-term responsibilities for storage are essential for a
large-scale future deployment of CCS. [7.5.5]

Barriers to large-scale deployment of CCS technologies include
concerns about the operational safety and long-term integrity
of CO, storage, as well as risks related to transport and the
required up-scaling of infrastructure (/imited evidence, medium
agreement) (Table TS.4). There is, however, a growing body of liter-
ature on how to ensure the integrity of CO, wells, on the potential
consequences of a CO, pressure build-up within a geologic formation
(such as induced seismicity), and on the potential human health and
environmental impacts from CO, that migrates out of the primary
injection zone (limited evidence, medium agreement). [7.5.5, 7.9,
7.11]

Combining bioenergy with CCS (BECCS) offers the prospect of
energy supply with large-scale net negative emissions, which
plays an important role in many low-stabilization scenarios,
while it entails challenges and risks (/imited evidence, medium
agreement). Until 2050, bottom-up studies estimate the economic
potential to be between 2—10 GtCO, per year [11.13]. Some mitiga-
tion scenarios show higher deployment of BECCS towards the end of
the century. Technological challenges and risks include those associ-
ated with the upstream provision of the biomass that is used in the
CCS facility, as well as those associated with the CCS technology itself.
Currently, no large-scale projects have been financed. [6.9, 7.5.5, 7.9,
11.13]
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Scenarios Reaching 430-530 ppm CO,eq in 2100 in Integrated Models
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Figure TS.19| Specific direct and lifecycle emissions (gC0,eq/ kilowatt hour (kWh)) and levelized cost of electricity (LCOE in USD,,,/MWh) for various power-generating technolo-
gies (see Annex I11.2 for data and assumptions and Annex 11.3.1 and 11.9.3 for methodological issues). The upper left graph shows global averages of specific direct CO, emissions
(9C0,/kWh) of power generation in 2030 and 2050 for the set of about 450 to about 500 (430-530) ppm CO,eq scenarios that are contained in the WG 11l AR5 Scenario Database
(see Annex 11.10). The global average of specific direct CO, emissions (gCO,/kWh) of power generation in 2010 is shown as a vertical line. Note: The inter-comparability of LCOE is
limited. For details on general methodological issues and interpretation see Annexes as mentioned above. CCS: CO, capture and storage; IGCC: Integrated coal gasification com-
bined cycle; PC: Pulverized hard coal; PV: Photovoltaic; WACC: Weighted average cost of capital. [Figure 7.7]
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Table TS.4| Overview of potential co-benefits (green arrows) and adverse side-effects (

) of the main mitigation measures in the energy supply sector; arrows pointing

up/down denote a positive/negative effect on the respective objective or concern; a question mark (?) denotes an uncertain net effect. Co-benefits and adverse side-effects depend
on local circumstances as well as on the implementation practice, pace, and scale. For possible upstream effects of biomass supply for bioenergy, see Table TS.8. For an assessment
of macroeconomic, cross-sectoral effects associated with mitigation policies (e.g., on energy prices, consumption, growth, and trade), see e.g., Sections 3.9, 6.3.6, 13.2.2.3 and
14.4.2. The uncertainty qualifiers in brackets denote the level of evidence and agreement on the respective effects (see TS.1). Abbreviations for evidence: I=limited, m=medium,

r=robust; for agreement: |=low, m=medium, h=high. [Table 7.3]

Effect on additional objectives/concerns
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concentrated T Local employment impact (but R o . Habitat impact (for some

solar power uncertain net effect) (m/m) Contribution to (off-grid) hydro) (m/m)

(CSP), hydro, 2 Irrigation, flood contral, energy access (m/l Landscape and wildlife

geothermal, navigation, water availability (for ? Project-specific public acceptance impact (for wind) m/m)

bioenergy) multipurpose use of reservoirs concerns (e.g., visibiity of wind) (m) | |

replacing coal and requlated rivers) (m/h)

Extra measures to match demand
(for PV, wind and some CSP) (r/h)

Threat of displacement (for
large hydro) (m/h)

Water use (for wind and PV) (m/m)

Water use (for bioenergy, CSP,
geothermal, and reservoir hydro) (m/h)

0 Preservation vs. lock-in of
human and physical capital in

Fossil CCS the fossil industry (m/m)

replacing coal

Health impact via
Risk of CO, leakage (m/m)
Upstream supply-chain
activities (m/h)

Safety concerns (CO, storage

Ecosystem impact via upstream
supply-chain activities (m/m)

Long-term
monitoring of CO,

storage (m/h)
Water use (m/h)

and transport) (m/h)
BECCS . . ) .
. See fossil CCS where applicable. For possible upstream effect of biomass supply, see Table TS.8.
replacing coal
Methane 0 Energy security (potential to N Health impact via reduced 4 Ecosystem impact via reduced
leakage use gas in some cases) (I/h) air pollution (m/m) air pollution (I/m)
prevention, N .
Occupational safety at
capture or | mines (m/m)
treatment coal mines (m/m
TS.3.2.3  Transport out aggressive and sustained mitigation policies being implemented,

Since AR4, emissions in the global transport sector have grown
in spite of more efficient vehicles (road, rail, watercraft, and
aircraft) and policies being adopted (robust evidence, high agree-
ment). Road transport dominates overall emissions but aviation could
play an increasingly important role in total CO, emissions in the future.
[8.1,8.3,8.4]

The global transport sector accounted for 27 % of final energy
use and 6.7 GtCO, direct emissions in 2010, with baseline CO,
emissions projected to increase to 9.3-12 GtCO,/yr in 2050
(25-75th percentile; full range 6.2-16 GtCO,/yr); most of the
baseline scenarios assessed in WGIII AR5 foresee a significant
increase (medium evidence/medium agreement) (Figure TS.15). With-
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transport sector emissions could increase faster than in the other
energy end-use sectors and could lead to more than a doubling of CO,
emissions by 2050. [6.8, 8.9, 8.10]

While the continuing growth in passenger and freight activity
constitutes a challenge for future emission reductions, analyses
of both sectoral and integrated studies suggest a higher mitiga-
tion potential in the transport sector than reported in the AR4
(medium evidence, medium agreement). Transport energy demand
per capita in developing and emerging economies is far lower than
in OECD countries but is expected to increase at a much faster rate in
the next decades due to rising incomes and the development of infra-
structure. Baseline scenarios thus show increases in transport energy
demand from 2010 out to 2050 and beyond. However, sectoral and



integrated mitigation scenarios indicate that energy demand reduc-
tions of 10-45% are possible by 2050 relative to baseline (Figure
TS.20, left panel) (medium evidence, medium agreement). [6.8.4, 8.9.1,
8.9.4, 8.12, Figure 8.9.4]

A combination of low-carbon fuels, the uptake of improved
vehicle and engine performance technologies, behavioural
change leading to avoided journeys and modal shifts, invest-
ments in related infrastructure and changes in the built environ-
ment, together offer a high mitigation potential (high confidence)
[8.3, 8.8]. Direct (tank-to-wheel) GHG emissions from passenger and
freight transport can be reduced by:

 using fuels with lower carbon intensities (CO,eq/ megajoule (MJ));

e lowering vehicle energy intensities
(MJ/passenger-km or MJ/tonne-km);

* encouraging modal shift to lower-carbon passenger and freight
transport systems coupled with investment in infrastructure and
compact urban form; and

e avoiding journeys where possible (Table TS.3).

Other short-term mitigation strategies include reducing black carbon
(BC), aviation contrails, and nitrogen oxides (NO,) emissions. [8.4]

Strategies to reduce the carbon intensities of fuel and the rate
of reducing carbon intensity are constrained by challenges
associated with energy storage and the relatively low energy

Technical Summary

density of low-carbon transport fuels; integrated and sectoral
studies broadly agree that opportunities for fuel switching
exist in the short term and will grow over time (medium evi-
dence, medium agreement) (Figure TS.20, right panel). Electric, hydro-
gen, and some biofuel technologies could help reduce the carbon
intensity of fuels, but their total mitigation potentials are very uncer-
tain (medium evidence, medium agreement). Methane-based fuels
are already increasing their share for road vehicles and waterborne
craft. Electricity produced from low-carbon sources has near-term
potential for electric rail and short- to medium-term potential as elec-
tric buses, light-duty and 2-wheel road vehicles are deployed. Hydro-
gen fuels from low-carbon sources constitute longer-term options.
Commercially available liquid and gaseous biofuels already provide
co-benefits together with mitigation options that can be increased
by technology advances, particularly drop-in biofuels for aircraft.
Reducing transport emissions of particulate matter (including BC),
tropospheric ozone and aerosol precursors (including NO,) can have
human health and mitigation co-benefits in the short term (medium
evidence, medium agreement). Up to 2030, the majority of integrated
studies expect a continued reliance on liquid and gaseous fuels, sup-
ported by an increase in the use of biofuels. During the second half
of the century, many integrated studies also show substantial shares
of electricity and/or hydrogen to fuel electric and fuel-cell light-duty
vehicles (LDVs). [8.2, 8.3, 11.13]

Energy efficiency measures through improved vehicle and
engine designs have the largest potential for emissions reduc-
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Figure TS.20| Final energy demand reduction relative to baseline (left panel) and development of final low-carbon energy carrier share in final energy (including electricity, hydro-
gen, and liquid biofuels; right panel) in transport by 2030 and 2050 in mitigation scenarios from three different CO,eq concentrations ranges shown in boxplots (see Section 6.3.2)
compared to sectoral studies shown in shapes assessed in Chapter 8. Filled circles correspond to sectoral studies with full sectoral coverage. [Figures 6.37 and 6.38]
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tions in the short term (high confidence). Potential energy efficiency
and vehicle performance improvements range from 30-50 % relative
to 2010 depending on transport mode and vehicle type (Figures TS.21,
TS.22). Realizing this efficiency potential will depend on large invest-
ments by vehicle manufacturers, which may require strong incentives
and regulatory policies in order to achieve GHG emissions reduction
goals (medium evidence, medium agreement). [8.3, 8.6, 8.9, 8.10]

Shifts in transport mode and behaviour, impacted by new
infrastructure and urban (re)development, can contribute to
the reduction of transport emissions (medium evidence, low
agreement). Over the medium term (up to 2030) to long term (to
2050 and beyond), urban redevelopment and investments in new
infrastructure, linked with integrated urban planning, transit-oriented
development, and more compact urban form that supports cycling
and walking can all lead to modal shifts. Such mitigation measures
are challenging, have uncertain outcomes, and could reduce trans-
port GHG emissions by 20-50 % compared to baseline (limited evi-
dence, low agreement). Pricing strategies, when supported by pub-
lic acceptance initiatives and public and non-motorized transport
infrastructures, can reduce travel demand, increase the demand for
more efficient vehicles (e.g., where fuel economy standards exist)
and induce a shift to low-carbon modes (medium evidence, medium
agreement). While infrastructure investments may appear expensive
at the margin, the case for sustainable urban planning and related
policies is reinforced when co-benefits, such as improved health,
accessibility, and resilience, are accounted for (Table TS.5). Busi-
ness initiatives to decarbonize freight transport have begun but will
need further support from fiscal, regulatory, and advisory policies to
encourage shifting from road to low-carbon modes such as rail or
waterborne options where feasible, as well as improving logistics
(Figure TS.22). [8.4, 8.5, 8.7, 8.8, 8.9, 8.10]

Sectoral and integrated studies agree that substantial, sus-
tained, and directed policy interventions could limit transport
emissions to be consistent with low concentration goals, but
the societal mitigation costs (USD/tCO,eq avoided) remain
uncertain (Figures TS.21, TS.22, TS.23). There is good potential to
reduce emissions from LDVs and long-haul heavy-duty vehicles (HDVs)
from both lower energy intensity vehicles and fuel switching, and the
levelized costs of conserved carbon (LCCC) for efficiency improvements
can be very low and negative (limited evidence, low agreement). Rail,
buses, two-wheel motorbikes, and waterborne craft for freight already
have relatively low emissions so their emissions reduction potential is
limited. The mitigation cost of electric vehicles is currently high, espe-
cially if using grid electricity with a high emissions factor, but their
LCCC are expected to decline by 2030. The emissions intensity of avia-
tion could decline by around 50% in 2030 but the LCCC, although
uncertain, are probably over USD 100/tCO,eq. While it is expected
that mitigation costs will decrease in the future, the magnitude of such
reductions is uncertain. (limited evidence, low agreement) [8.6, 8.9]
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Barriers to decarbonizing transport for all modes differ across
regions but can be overcome, in part, through economic
incentives (medium evidence, medium agreement). Financial, insti-
tutional, cultural, and legal barriers constrain low-carbon technol-
ogy uptake and behavioural change. They include the high invest-
ment costs needed to build low-emissions transport systems, the
slow turnover of stock and infrastructure, and the limited impact of
a carbon price on petroleum fuels that are already heavily taxed.
Regional differences are likely due to cost and policy constraints. Qil
price trends, price instruments on GHG emissions, and other mea-
sures such as road pricing and airport charges can provide strong
economic incentives for consumers to adopt mitigation measures.
[8.8]

There are regional differences in transport mitigation pathways
with major opportunities to shape transport systems and infra-
structure around low-carbon options, particularly in develop-
ing and emerging countries where most future urban growth
will occur (robust evidence, high agreement). Possible transforma-
tion pathways vary with region and country due to differences in the
dynamics of motorization, age and type of vehicle fleets, existing infra-
structure, and urban development processes. Prioritizing infrastructure
for pedestrians, integrating non-motorized and transit services, and
managing excessive road speed for both urban and rural travellers can
create economic and social co-benefits in all regions. For all econo-
mies, especially those with high rates of urban growth, investments
in public transport systems and low-carbon infrastructure can avoid
lock-in to carbon-intensive modes. Established infrastructure may limit
the options for modal shift and lead to a greater reliance on advanced
vehicle technologies; a slowing of growth in LDV demand is already
evident in some OECD countries. (medium evidence, medium agree-
ment) [8.4, 8.9]

A range of strong and mutually supportive policies will be
needed for the transport sector to decarbonize and for the
co-benefits to be exploited (robust evidence, high agreement).
Transport mitigation strategies associated with broader non-climate
policies at all government levels can usually target several objec-
tives simultaneously to give lower travel costs, improved access and
mobility, better health, greater energy security, improved safety, and
increased time savings. Activity reduction measures have the largest
potential to realize co-benefits. Realizing the co-benefits depends on
the regional context in terms of economic, social, and political fea-
sibility as well as having access to appropriate and cost-effective
advanced technologies (Table TS.5). (medium evidence, high agree-
ment) Since rebound effects can reduce the CO, benefits of efficiency
improvements and undermine a particular policy, a balanced package
of policies, including pricing initiatives, could help to achieve stable
price signals, avoid unintended outcomes, and improve access, mobil-
ity, productivity, safety, and health (medium evidence, medium agree-
ment). [8.4, 8.7, 8.10]
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Figure TS.21] Indicative emissions intensity (tCO,eq/p-km) and levelized costs of conserved carbon (LCCC in USD,,,/tCO,eq saved) of selected passenger transport technologies.
Variations in emissions intensities stem from variation in vehicle efficiencies and occupancy rates. Estimated LCCC for passenger road transport options are point estimates +100
USD,,/tCO,eq based on central estimates of input parameters that are very sensitive to assumptions (e.g., specific improvement in vehicle fuel economy to 2030, specific biofuel CO,eq
intensity, vehicle costs, fuel prices). They are derived relative to different baselines (see legend for colour coding) and need to be interpreted accordingly. Estimates for 2030 are based
on projections from recent studies, but remain inherently uncertain. LCCC for aviation are taken directly from the literature. Table 8.3 provides additional context (see Annex I11.3 for data
and assumptions on emissions intensities and cost calculations and Annex I1.3.1 for methodological issues on levelized cost metrics). WACC: Weighted average cost of capital. [Table 8.3]
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Freight Transport
Currently Commercially Available and Future (2030) Expected Technologies
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Figure TS.22| Indicative emissions intensity (tCO,eq/t-km) and levelized costs of conserved carbon (LCCC in USD,q,,/tC0O,eq saved) of selected freight transport technologies.
Variations in emissions intensities largely stem from variation in vehicle efficiencies and load rates. Levelized costs of conserved carbon are taken directly from the literature and are
very sensitive to assumptions (e.g., specific improvement in vehicle fuel economy to 2030, specific biofuel CO,eq intensity, vehicle costs, and fuel prices). They are expressed relative
to current baseline technologies (see legend for colour coding) and need to be interpreted accordingly. Estimates for 2030 are based on projections from recent studies but remain
inherently uncertain. Table 8.3 provides additional context (see Annex II1.3 for data and assumptions on emissions intensities and cost calculations and Annex I1.3.1 for method-
ological issues on levelized cost metrics). LNG: Liquefied natural gas; WACC: Weighted average cost of capital. [Table 8.3]
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Figure TS.23| Direct global CO, emissions from all passenger and freight transport are indexed relative to 2010 values for each scenario with integrated model studies grouped by

C0,eq concentration levels by 2100, and sectoral studies grouped by baseline and policy categories. [Figure 8.9]

Table TS.5 | Overview of potential co-benefits (green arrows) and adverse side-effects (

) of the main mitigation measures in the transport sector; arrows pointing

up/down denote a positive/negative effect on the respective objective or concern; a question mark (?) denotes an uncertain net effect. Co-benefits and adverse side-effects depend
on local circumstances as well as on implementation practice, pace and scale. For possible upstream effects of low-carbon electricity, see Table TS.4. For possible upstream effects
of biomass supply, see Table TS.8. For an assessment of macroeconomic, cross-sectoral effects associated with mitigation policies (e.g., on energy prices, consumption, growth,
and trade), see e.q., Sections 3.9, 6.3.6, 13.2.2.3 and 14.4.2. The uncertainty qualifiers in brackets denote the level of evidence and agreement on the respective effects (see TS.1).
Abbreviations for evidence: | = limited, m = medium, r = robust; for agreement: | = low, m = medium, h = high. [Table 8.4]
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electricity, Technological spill ( batt Shift to diesel: potentially Material use (unsustainable
hydrogen (H,), tjcch:SIgé;iI;: fcslflcz::sm:r‘ lelectaroremircys) (I/I) increasing pollution (I/m) resource mining) (I/1)
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transport sector vs. car manufacturing (I/m)
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transport infrastructure (r/h)
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7S.3.2.4  Buildings

GHG emissions from the buildings sector™ have more than dou-
bled since 1970, accounting for 19% of global GHG emissions
in 2010, including indirect emissions from electricity genera-
tion. The share rises to 25 % if AFOLU emissions are excluded from the
total. The buildings sector also accounted for 32 % of total global final
energy use, approximately one-third of black carbon emissions, and an
eighth to a third of F-gases, with significant uncertainty (medium evi-
dence, medium agreement). (Figure TS.3) [9.2]

Direct and indirect CO, emissions from buildings are projected
to increase from 8.8 GtCO,/yr in 2010 to 13-17 GtCO,/yr in
2050 (25-75th percentile; full range 7.9-22 GtCO,/yr) in base-
line scenarios; most of the baseline scenarios assessed in WGlIII
AR5 show a significant increase (medium evidence, medium agree-
ment) (Figure TS.15) [6.8]. The lower end of the full range is dominated
by scenarios with a focus on energy intensity improvements that go
well beyond the observed improvements over the past 40 years. With-
out further policies, final energy use of the buildings sector may grow
from approximately 120 exajoules per year (EJ/yr) in 2010 to 270 EJ/yr
in 2050 [9.9].

Significant lock-in risks arise from the long lifespans of build-
ings and related infrastructure (robust evidence, high agreement).
If only currently planned policies are implemented, the final energy use
in buildings that could be locked-in by 2050, compared to a scenario
where today's best practice buildings become the standard in newly
built structures and retrofits, is equivalent to approximately 80 % of
the final energy use of the buildings sector in 2005. [9.4]

Improvements in wealth, lifestyle change, the provision of
access to modern energy services and adequate housing, and
urbanization will drive the increases in building energy demand
(robust evidence, high agreement). The manner in which those without
access to adequate housing (about 0.8 billion people), modern energy
carriers, and sufficient levels of energy services including clean cooking
and heating (about 3 billion people) meet these needs will influence
the development of building-related emissions. In addition, migration
to cities, decreasing household size, increasing levels of wealth, and
lifestyle changes, including increasing dwelling size and number and
use of appliances, all contribute to considerable increases in building
energy services demand. The substantial amount of new construction
taking place in developing countries represents both a risk and oppor-
tunity from a mitigation perspective. [9.2, 9.4, 9.9]

Recent advances in technologies, know-how, and policies in the
buildings sector, however, make it feasible that the global total
sector final energy use stabilizes or even declines by mid-century
(robust evidence, medium agreement). Recent advances in technology,

1> The buildings sector covers the residential, commercial, public and services sectors;
emissions from construction are accounted for in the industry sector.
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design practices and know-how, coupled with behavioural changes, can
achieve a two to ten-fold reduction in energy requirements of individual
new buildings and a two to four-fold reduction for individual existing
buildings largely cost-effectively or sometimes even at net negative
costs (see Box TS.12) (robust evidence, high agreement). [9.6]

Advances since AR4 include the widespread demonstration
worldwide of very low, or net zero energy buildings both in
new construction and retrofits (robust evidence, high agreement).
In some jurisdictions, these have already gained important market
shares with, for instance, over 25 million m? of building floorspace in
Europe complying with the ‘Passivehouse’ standard in 2012. However,
zero energy/carbon buildings may not always be the most cost-optimal
solution, nor even be feasible in certain building types and locations.
[9.3]

High-performance retrofits are key mitigation strategies in
countries with existing building stocks, as buildings are very
long-lived and a large fraction of 2050 developed country
buildings already exists (robust evidence, high agreement). Reduc-
tions of heating/cooling energy use by 50-90% have been achieved
using best practices. Strong evidence shows that very low-energy con-
struction and retrofits can be economically attractive. [9.3]

With ambitious policies it is possible to keep global building
energy use constant or significantly reduce it by mid-century
compared to baseline scenarios which anticipate an increase of
more than two-fold (medium evidence, medium agreement) (Figure
TS.24). Detailed building sector studies indicate a larger energy sav-
ings potential by 2050 than do integrated studies. The former indicate
a potential of up to 70 % of the baseline for heating and cooling only,
and around 35-45% for the whole sector. In general, deeper reduc-
tions are possible in thermal energy uses than in other energy services
mainly relying on electricity. With respect to additional fuel switching
as compared to baseline, both sectoral and integrated studies find
modest opportunities. In general, both sectoral and integrated studies
indicate that electricity will supply a growing share of building energy
demand over the long term, especially if heating demand decreases
due to a combination of efficiency gains, better architecture, and cli-
mate change. [6.8.4, 9.8.2, Figure 9.19]

The history of energy efficiency programmes in buildings shows
that 25-30% efficiency improvements have been available at
costs substantially lower than those of marginal energy sup-
ply (robust evidence, high agreement). Technological progress enables
the potential for cost-effective energy efficiency improvements to be
maintained, despite continuously improving standards. There has been
substantial progress in the adoption of voluntary and mandatory stan-
dards since AR4, including ambitious building codes and targets, vol-
untary construction standards, and appliance standards. At the same
time, in both new and retrofitted buildings, as well as in appliances
and information, communication and media technology equipment,
there have been notable performance and cost improvements. Large



Box TS.12 | Negative private mitigation costs

A persistent issue in the analysis of mitigation options and costs
is whether there are mitigation opportunities that are privately
beneficial—generating private benefits that more than offset the
costs of implementation—but which consumers and firms do
not voluntarily undertake. There is some evidence of unrealized
mitigation opportunities that would have negative private cost.
Possible examples include investments in vehicles [8.1], lighting
and heating technology in homes and commercial buildings [9.3],
as well as industrial processes [10.1].

Examples of negative private costs imply that firms and indi-
viduals do not take opportunities to save money. This might be
explained in a number of ways. One is that status-quo bias can
inhibit the switch to new technologies or products [2.4, 3.10.1].
Another is that firms and individuals may focus on short-term
goals and discount future costs and benefits sharply; consumers
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have been shown to do this when choosing energy conservation
measures or investing in energy-efficient technologies [2.4.3,
2.6.5.3,3.10.1]. Risk aversion and ambiguity aversion may also
account for this behaviour when outcomes are uncertain [2.4.3,
3.10.1]. Other possible explanations include: insufficient informa-
tion on opportunities to conserve energy; asymmetric informa-
tion—for example, landlords may be unable to convey the value
of energy efficiency improvements to renters; split incentives,
where one party pays for an investment but another party reaps
the benefits; and imperfect credit markets, which make it difficult
or expensive to obtain finance for energy savings [3.10.1, 16.4].

Some engineering studies show a large potential for negative-cost
mitigation. The extent to which such negative-cost opportunities
can actually be realized remains a matter of contention in the
literature. Empirical evidence is mixed. [Box 3.10]
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Figure TS.24 | Final energy demand reduction relative to baseline (left panel) and development of final low-carbon energy carrier share in final energy (from electricity; right panel)
in buildings by 2030 and 2050 in mitigation scenarios from three different CO,eq concentrations ranges shown in boxplots (see Section 6.3.2) compared to sectoral studies shown
in shapes assessed in Chapter 9. Filled circles correspond to sectoral studies with full sectoral coverage while empty circles correspond to studies with only partial sectoral coverage

(e.g., heating and cooling). [Figures 6.37 and 6.38]

reductions in thermal energy use in buildings are possible at costs
lower than those of marginal energy supply, with the most cost-effec-
tive options including very high-performance new commercial build-
ings; the same holds for efficiency improvements in some appliances
and cooking equipment. [9.5, 9.6, 9.9]

Lifestyle, culture, and other behavioural changes may lead
to further large reductions in building and appliance energy
requirements beyond those achievable through technologies
and architecture. A three- to five-fold difference in energy use
has been shown for provision of similar building-related energy
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service levels in buildings. (limited evidence, high agreement) For
developed countries, scenarios indicate that lifestyle and behavioural
changes could reduce energy demand by up to 20 % in the short term
and by up to 50 % of present levels by mid-century (medium evidence,
medium agreement). There is a high risk that emerging countries
follow the same path as developed economies in terms of building-
related architecture, lifestyle, and behaviour. But the literature sug-
gests that alternative development pathways exist that provide high
levels of building services at much lower energy inputs, incorporating
strategies such as learning from traditional lifestyles, architecture, and
construction techniques. [9.3]

Most mitigation options in the building sector have consider-
able and diverse co-benefits (robust evidence, high agreement).
These include, but are not limited to: energy security; less need for
energy subsidies; health and environmental benefits (due to reduced
indoor and outdoor air pollution); productivity and net employment
gains; the alleviation of fuel poverty; reduced energy expenditures;
increased value for building infrastructure; and improved comfort and
services. (Table TS.6) [9.6, 9.7]

Table TS.6 | Overview of potential co-benefits (green arrows) and adverse side-effects (

Especially strong barriers in this sector hinder the market-
based uptake of cost-effective technologies and practices; as
a consequence, programmes and regulation are more effective
than pricing instruments alone (robust evidence, high agreement).
Barriers include imperfect information and lack of awareness, princi-
pal/agent problems and other split incentives, transaction costs, lack
of access to financing, insufficient training in all construction-related
trades, and cognitive/behavioural barriers. In developing countries, the
large informal sector, energy subsidies, corruption, high implicit dis-
count rates, and insufficient service levels are further barriers. There-
fore, market forces alone are not expected to achieve the necessary
transformation without external stimuli. Policy intervention addressing
all stages of the building and appliance lifecycle and use, plus new
business and financial models, are essential. [9.8, 9.10]

A large portfolio of building-specific energy efficiency poli-
cies was already highlighted in AR4, but further considerable
advances in available instruments and their implementation
have occurred since (robust evidence, high agreement). Evidence
shows that many building energy efficiency policies worldwide have

) of the main mitigation measures in the buildings sector; arrows pointing

up/down denote a positive/negative effect on the respective objective or concern. Co-benefits and adverse side-effects depend on local circumstances as well as on implementation
practice, pace and scale. For possible upstream effects of fuel switching and RE, see Tables TS.4 and TS.8. For an assessment of macroeconomic, cross-sectoral effects associated with
mitigation policies (e.g., on energy prices, consumption, growth, and trade), see e.g., Sections 3.9, 6.3.6, 13.2.2.3 and 14.4.2. The uncertainty qualifiers in brackets denote the level of
evidence and agreement on the respective effects (see TS.1). Abbreviations for evidence: | = limited, m = medium, r = robust; for agreement: | = low, m = medium, h = high. [Table 9.7]

Effect on additional objectives/concerns

Buildings
Economic Social Environmental Other
Fuel ) Energy security (m/h) Fuel poverty (residential) via Health impact in residential buildings via | Reduced Urban Heat
ui hing. RES r el ) | 4 Energy demand (m/h) 4 Outdoor air pollution (r/h) Island (UHI) effect (I/m)
.sw' c |ng,- mployment impact(m/m) Energy cost (I/m) 4 Indoor air pollution (in
incorporation, L . .
T Lower need for energy subsidies (I/1) : developing countries) (r/h)
green roofs, Energy access (for higher
4 Fuel poverty (r/h)
and other T Asset values of buildings (I/m) energy cost) (I/m)
measures o ) & Ecosystem impact (less outdoor
. 0 Productive time for women/children (for ) .
reducing GHG . air pollution) (r/h)
.. replaced traditional cookstoves) (m/h)
emissions
. . T Urban biodiversity (for
intensity
green roofs) (m/m)
T Energy security (m/h) ¥ Fuel poverty (for retrofits and Health impact via Reduced UHI effect
Retrofits . efficient equipment) (m/h) 2 Outdoor air pollution (r/h) (for retrofits and
. T Employment impact (m/m) . .
of existing ‘ hiah for housi \) Indoor air pollution (for new exemplary
buildings 0 Productivity (for commercial nergy accgss( Igher cost for housing efficient cookstoves) (r/h) buildings) (1/m)
T due to the investments needed) (I/m) ) )
(e.g., cool buildings) (m/h) N Improved indoor environmental

roof, passive 0
T Lower need for energy subsidies (I/1)

solar, etc.) exemplary new buildings) (m/h)
Exemplary new T Asset values of buildings (I/m) * Productive time for women
buildings T Disaster resilience (I/m)

Thermal comfort (for retrofits and

and children (for replaced {
traditional cookstoves) (m/h)

conditions (m/h)
J Fuel poverty (r/h)
Insufficient ventilation (m/m)

Ecosystem impact (less outdoor
air pollution) (r/h)

Efficient
equipment 1 Water consumption and
sewage production (I/1)
T Energy security (m/h) 4 Health impact via less outdoor air
Behavioural R . pollution (r/h) and improved indoor
changes Lower need for energy subsidies (I/1) environmental conditions (m/h)
reducing

energy demand

L Ecosystem impact (less outdoor
air pollution) (r/h)
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already been saving GHG emissions at large negative costs. Among the
most environmentally and cost-effective policies are regulatory instru-
ments such as building and appliance energy performance standards
and labels, as well as public leadership programmes and procurement
policies. Progress in building codes and appliance standards in some
developed countries over the last decade have contributed to stabi-
lizing or even reducing total building energy use, despite growth in
population, wealth, and corresponding energy service level demands.
Developing countries have also been adopting different effective
policies, most notably appliance standards. However, in order to reach
ambitious climate goals, these standards need to be substantially
strengthened and adopted in further jurisdictions, and to other build-
ing and appliance types. Due to larger capital requirements, financing
instruments are essential both in developed and developing countries
to achieve deep reductions in energy use. [9.10]

7S.3.2.5  Industry

In 2010, the industry sector accounted for around 28 % of final
energy use, and direct and indirect GHG emissions (the latter
being associated with electricity consumption) are larger than
the emissions from either the buildings or transport end-use
sectors and represent just over 30% of global GHG emissions
in 2010 (the share rises to 40% if AFOLU emissions are excluded
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from the total) (high confidence). Despite the declining share of indus-
try in global GDP, global industry and waste/wastewater GHG emis-
sions grew from 10 GtCO,eq in 1990 to 13 GtCO,eq in 2005 and to
15 GtCO,eq in 2010 (of which waste/wastewater accounted for
1.4 GtCO,eq). [10.3]

Carbon dioxide emissions from industry, including direct and
indirect emissions as well as process emissions, are projected
to increase from 13 GtCO,/yr in 2010 to 20-24 GtCO,/yr in 2050
(25-75th percentile; full range 9.5-34 GtCO,/yr) in baseline
scenarios; most of the baseline scenarios assessed in WGIII AR5
show a significant increase (medium evidence, medium agreement)
(Figure TS.15) [6.8]. The lower end of the full range is dominated by
scenarios with a focus on energy intensity improvements that go well
beyond the observed improvements over the past 40 years.

The wide-scale upgrading, replacement and deployment of best
available technologies, particularly in countries where these are
not in practice, and in non-energy intensive industries, could
directly reduce the energy intensity of the industry sector by
about 25% compared to the current level (robust evidence, high
agreement). Despite long-standing attention to energy efficiency in
industry, many options for improved energy efficiency still remain.
Through innovation, additional reductions of about 20% in energy
intensity may potentially be realized (imited evidence, medium agree-
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Figure TS.25| A schematic illustration of industrial activity over the supply chain. Options for mitigation in the industry sector are indicated by the circled numbers: (1) energy
efficiency; (2) emissions efficiency; (3a) material efficiency in manufacturing; (3b) material efficiency in product design; (4) product-service efficiency; (5) service demand reduction.

[Figure 10.2]
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ment). Barriers to implementing energy efficiency relate largely to
the initial investment costs and lack of information. Information pro-
grammes are a prevalent approach for promoting energy efficiency,
followed by economic instruments, regulatory approaches, and volun-
tary actions. [10.4, 10.7, 10.9, 10.11]

An absolute reduction in emissions from the industry sector will
require deployment of a broad set of mitigation options that
go beyond energy efficiency measures (medium evidence, high
agreement) [10.4, 10.7]. In the context of continued overall growth in
industrial demand, substantial reductions from the sector will require
parallel efforts to increase emissions efficiency (e.g., through fuel and
feedstock switching or CCS); material use efficiency (e.g., less scrap,
new product design); recycling and re-use of materials and products;
product-service efficiency (e.g., more intensive use of products through
car sharing, longer life for products); radical product innovations (e.g.,
alternatives to cement); as well as service demand reductions. Lack of
policy and experiences in material and product-service efficiency are
major barriers. (Table TS.3, Figure TS.25) [10.4, 10.7, 10.11]

While detailed industry sector studies tend to be more conser-
vative than integrated studies, both identify possible industrial
final energy demand savings of around 30 % by 2050 in mitiga-
tion scenarios not exceeding 650 ppm CO,eq by 2100 relative
to baseline scenarios (medium evidence, medium agreement) (Fig-
ure TS.26). Integrated models in general treat the industry sector in a

more aggregated fashion and mostly do not explicitly provide detailed
sub-sectoral material flows, options for reducing material demand,
and price-induced inter-input substitution possibilities. Due to the het-
erogeneous character of the industry sector, a coherent comparison
between sectoral and integrated studies remains difficult. [6.8.4, 10.4,
10.7,10.10.1, Figure 10.14]

Mitigation in the industry sector can also be achieved by
reducing material and fossil fuel demand by enhanced waste
use, which concomitantly reduces direct GHG emissions from
waste disposal (robust evidence, high agreement). The hierarchy
of waste management places waste reduction at the top, followed
by re-use, recycling, and energy recovery. As the share of recycled or
reused material is still low, applying waste treatment technologies
and recovering energy to reduce demand for fossil fuels can result in
direct emission reductions from waste disposal. Globally, only about
20% of municipal solid waste (MSW) is recycled and about 14 % is
treated with energy recovery while the rest is deposited in open dump-
sites or landfills. About 47 % of wastewater produced in the domestic
and manufacturing sectors is still untreated. The largest cost range is
for reducing GHG emissions from landfilling through the treatment
of waste by anaerobic digestion. The costs range from negative (see
Box TS.12) to very high. Advanced wastewater treatment technologies
may enhance GHG emissions reduction in wastewater treatment but
they are clustered among the higher cost options (medium evidence,
medium agreement). (Figure T5.29) [10.4, 10.14]

Industry Industry
— 0 — 100
= =
T ' = .
2 ' & — Max
E [ 2 — 75" Percentile
o w L J
-] ' = I — Median
g 20 Y — ‘ E 80 — 25" Percentile
> £ — Min
©
= © L 4
2 40 2 60
=
g : o
(9]
Q
>
= & o O
g s <& ¢
E 60 = 40
[=]
= £ n - ¢
o S
5] Baselines U e -
5 530-650 ppm CO,eq §
,—g % [ 430-530 ppm CO,eq - 2
[y @ Sectoral Studies (Full)
& Sectoral Studies (Base)
@ Sectoral Studies (Policy)
oooo Historic Data 2010
100 0
2030 2050 2030 2050
N= I 126 | 189 126 | 189 N= I 107 | 86 | 95 107| 86 | 95

Figure TS.26| Final energy demand reduction relative to baseline (left panel) and development of final low-carbon energy carrier share in final energy (including electricity, heat,
hydrogen, and bioenergy; right panel) in industry by 2030 and 2050 in mitigation scenarios from three different CO,eq concentration ranges shown in boxplots (see Section 6.3.2)
compared to sectoral studies shown in shapes assessed in Chapter 10. Filled circles correspond to sectoral studies with full sectoral coverage. [Figures 6.37 and 6.38]
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Figure TS.27]| Indicative CO, emission intensities for cement (upper panel) and steel (lower panel) production, as well as indicative levelized cost of conserved carbon (LCCC)
shown for various production practices/technologies and for 450 ppm CO,eq scenarios of a limited selection of integrated models (for data and methodology, see Annex Ill). DRI:
Direct reduced iron; EAF: Electric arc furnace. [Figures 10.7, 10.8]

Waste policy and regulation have largely influenced material
consumption, but few policies have specifically pursued mate-
rial efficiency or product-service efficiency (robust evidence, high
agreement) [10.11]. Barriers to improving material efficiency include
lack of human and institutional capacities to encourage management
decisions and public participation. Also, there is a lack of experience

and often there are no clear incentives either for suppliers or consum-
ers to address improvements in material or product-service efficiency,
or to reduce product demand. [10.9]

CO, emissions dominate GHG emissions from industry, but there
are also substantial mitigation opportunities for non-CO, gases
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Figure TS.28| Indicative global CO,eq emissions for chemicals production (upper panel) and indicative global CO, emission intensities for paper production (lower panel) as well
as indicative levelized cost of conserved carbon (LCCC) shown for various production practices/technologies and for 450 ppm CO,eq scenarios of a limited selection of integrated
models (for data and methodology, see Annex IIl). [Figures 10.9, 10.10]
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Figure TS.29| Indicative CO,eq emission intensities for waste (upper panel) and wastewater (lower panel) of various practices as well as indicative levelized cost of conserved
carbon (for data and methodology, see Annex IIl). MSW: Municipal solid waste. [Figures 10.19 and 10.20]

(robust evidence, high agreement). Methane (CH,), nitrous oxide (N,0)
and fluorinated gases (F-gases) from industry accounted for emissions of
0.9 GtCO,eq in 2010. Key mitigation opportunities comprise, e.g., reduc-
tion of hydrofluorocarbon (HFC) emissions by leak repair, refrigerant
recovery and recycling, and proper disposal and replacement by alter-
native refrigerants (ammonia, HC, CO,). N,0 emissions from adipic and
nitric acid production can be reduced through the implementation of
thermal destruction and secondary catalysts. The reduction of non-CO,
GHGs also faces numerous barriers. Lack of awareness, lack of economic
incentives and lack of commercially available technologies (e.g., for HFC
recycling and incineration) are typical examples. [Table 10.2, 10.7]

Systemic approaches and collaborative activities across compa-
nies (large energy-intensive industries and Small and Medium
Enterprises (SMEs)) and sectors can help to reduce GHG emis-
sions (robust evidence, high agreement). Cross-cutting technologies
such as efficient motors, and cross-cutting measures such as reducing
air or steam leaks, help to optimize performance of industrial processes
and improve plant efficiency very often cost-effectively with both
energy savings and emissions benefits. Industrial clusters also help
to realize mitigation, particularly from SMEs. [10.4] Cooperation and
cross-sectoral collaboration at different levels—for example, sharing
of infrastructure, information, waste heat, cooling, etc.—may provide
further mitigation potential in certain regions/industry types [10.5].

Several emission-reducing options in the industrial sector are
cost-effective and profitable (medium evidence, medium agree-
ment). While options in cost ranges of 0-20 and 20-50 USD/tCO,eq

and even below 0 USD/tCO,eq exist, achieving near-zero emissions
intensity levels in the industry sector would require the additional real-
ization of long-term step-change options (e.g., CCS), which are asso-
ciated with higher levelized costs of conserved carbon (LCCC) in the
range of 50—-150 USD/tCO,eq. Similar cost estimates for implement-
ing material efficiency, product-service efficiency, and service demand
reduction strategies are not available. With regard to long-term options,
some sector-specific measures allow for significant reductions in spe-
cific GHG emissions but may not be applicable at scale, e.g., scrap-
based iron and steel production. Decarbonized electricity can play an
important role in some subsectors (e.g., chemicals, pulp and paper,
and aluminium), but will have limited impact in others (e.g., cement,
iron and steel, waste). In general, mitigation costs vary regionally and
depend on site-specific conditions. (Figures TS.27, T5.28, T5.29) [10.7]

Mitigation measures are often associated with co-benefits (robust
evidence, high agreement). Co-benefits include enhanced competitive-
ness through cost-reductions, new business opportunities, better envi-
ronmental compliance, health benefits through better local air and water
quality and better work conditions, and reduced waste, all of which pro-
vide multiple indirect private and social benefits (Table TS.7). [10.8]

There is no single policy that can address the full range of miti-
gation measures available for industry and overcome associ-
ated barriers. Unless barriers to mitigation in industry are resolved,
the pace and extent of mitigation in industry will be limited and even
profitable measures will remain untapped (robust evidence, high
agreement). [10.9, 10.11]

85




Technical Summary

Table TS.7 | Overview of potential co-benefits (green arrows) and adverse side-effects ( ) of the main mitigation measures in the industry sector; arrows pointing
up/down denote a positive/negative effect on the respective objective or concern. Co-benefits and adverse side-effects depend on local circumstances as well as on the implemen-
tation practice, pace and scale. For possible upstream effects of low-carbon energy supply (includes CCS), see Table TS.4. For possible upstream effects of biomass supply, see Table
TS.8. For an assessment of macroeconomic, cross-sectoral, effects associated with mitigation policies (e.g., on energy prices, consumption, growth, and trade), see e.g., Sections 3.9,
6.3.6, 13.2.2.3 and 14.4.2. The uncertainty qualifiers in brackets denote the level of evidence and agreement on the respective effects (see TS.1). Abbreviations for evidence: | =
limited, m = medium, r = robust; for agreement: | = low, m = medium, h = high. [Table 10.5]

Effect on additional objectives/concerns

Industry

Economic

Social

Environmental

€0, and non-CO,
GHG emissions
intensity reduction

Competitiveness and productivity (m/h)

Health impact via reduced local air
pollution and better work conditions (for
perfluorocarbons from aluminium) (m/m)

Ecosystem impact via reduced local air
pollution and reduced water pollution (m/m)

Water conservation (I/m)

Technical energy
efficiency improvements
via new processes

and technologies

Energy security (via lower
energy intensity) (m/m)

Employment impact (I/1)
Competitiveness and productivity (m/h)

Technological spillovers in developing
countries (due to supply chain linkages) (I/1)

Health impact via reduced
local pollution (I/m)

New business opportunities (m/m)
Water availability and quality (I/1)

Safety, working conditions and
job satisfaction (m/m)

Ecosystem impact via:
Fossil fuel extraction (I/1)
Local pollution and waste (m/m)

National sales tax revenue

Health impacts and safety concerns (I/m)

Ecosystem impact via reduced local

in medium term (I/1)

T Employment impact in waste
recycling market (I/1)

Material efficiency
of goods, recycling

T Competitiveness in manufacturing (I/1)

T New infrastructure for industrial clusters (I/1)

T New business opportunities (m/m)

X Local conflicts (reduced resource !
extraction) (I/m)

air and water pollution and waste
material disposal (m/m)

Use of raw/virgin materials and
natural resources implying reduced
unsustainable resource mining (I/1)

National sales tax revenue )
in medium term (I/1)

Product demand
reductions

Wellbeing via diverse lifestyle choices (I/1) d

Post-consumption waste (I/1)

TS.3.2.6  Agriculture, Forestry and Other Land Use

(AFOLU)

Since AR4, GHG emissions from the AFOLU sector have sta-
bilized but the share of total anthropogenic GHG emissions
has decreased (robust evidence, high agreement). The average
annual total GHG flux from the AFOLU sector was 10—12 GtCO,eq in
2000-2010, with global emissions of 5.0-5.8 GtCO,eq/yr from agri-
culture on average and around 4.3-5.5 GtCO,eq/yr from forestry and
other land uses. Non-CO, emissions derive largely from agriculture,
dominated by N,O emissions from agricultural soils and CH, emissions
from livestock enteric fermentation, manure management, and emis-
sions from rice paddies, totalling 5.0-5.8 GtCO,eq/yr in 2010 (robust
evidence, high agreement). Over recent years, most estimates of FOLU
CO, fluxes indicate a decline in emissions, largely due to decreasing
deforestation rates and increased afforestation (limited evidence,
medium agreement). The absolute levels of emissions from deforesta-
tion and degradation have fallen from 1990 to 2010 (robust evidence,
high agreement). Over the same time period, total emissions for high-
income countries decreased while those of low-income countries
increased. In general, AFOLU emissions from high-income countries
are dominated by agriculture activities while those from low-income
countries are dominated by deforestation and degradation. [Figure
1.3,11.2]
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Net annual baseline CO, emissions from AFOLU are projected to
decline over time with net emissions potentially less than half of
the 2010 level by 2050, and the possibility of the AFOLU sector
becoming a net sink before the end of century. However, the uncer-
tainty in historical net AFOLU emissions is larger than for other sectors,
and additional uncertainties in projected baseline net AFOLU emissions
exist. (medium evidence, high agreement) (Figure TS.15) [6.3.1.4, 6.8,
Figure 6.5] As in AR4, most projections suggest declining annual net CO,
emissions in the long run. In part, this is driven by technological change,
as well as projected declining rates of agriculture area expansion related
to the expected slowing in population growth. However, unlike AR4,
none of the more recent scenarios projects growth in the near-term.
There is also a somewhat larger range of variation later in the century,
with some models projecting a stronger net sink starting in 2050 (/im-
ited evidence, medium agreement). There are few reported projections
of baseline global land-related N,0 and CH, emissions and they indicate
an increase over time. Cumulatively, land CH, emissions are projected to
be 44-53 % of total CH, emissions through 2030, and 41-59 % through
2100, and land N,O emissions 85—-89 % and 85-90 %, respectively (/im-
ited evidence, medium agreement). [11.9]

Opportunities for mitigation in the AFOLU sector include sup-
ply- and demand-side mitigation options (robust evidence, high
agreement). Supply-side measures involve reducing emissions arising



from land-use change, in particular reducing deforestation, and land
and livestock management, increasing carbon stocks by sequestration
in soils and biomass, or the substitution of fossil fuels by biomass for
energy production (Table TS.3). Further new supply-side technologies
not assessed in AR4, such as biochar or wood products for energy-
intensive building materials, could contribute to the mitigation poten-
tial of the AFOLU sector, but there are still few studies upon which to
make robust estimates. Demand-side measures include dietary change
and waste reduction in the food supply chain. Increasing forestry and
agricultural production without a commensurate increase in emissions
(i.e., one component of sustainable intensification; Figure TS.30) also
reduces emissions intensity (i.e., the GHG emissions per unit of prod-
uct), a mitigation mechanism largely unreported for AFOLU in AR4,
which could reduce absolute emissions as long as production volumes
do not increase. [11.3, 11.4]

Among supply-side measures, the most cost-effective forestry
options are afforestation, sustainable forest management and
reducing deforestation, with large differences in their relative
importance across regions; in agriculture, low carbon prices'®
(20 USD/tCO,eq) favour cropland and grazing land manage-
ment and high carbon prices (100 USD/tC0O,eq) favour restora-
tion of organic soils (medium evidence, medium agreement). When
considering only studies that cover both forestry and agriculture and
include agricultural soil carbon sequestration, the economic mitiga-
tion potential in the AFOLU sector is estimated to be 7.18 to 10.6 (full
range of all studies: 0.49-10.6) GtCO,eq/yr in 2030 for mitigation
efforts consistent with carbon prices up to 100 USD/ tCO,eq, about
a third of which can be achieved at < 20 USD/ tC0O,eq (medium evi-
dence, medium agreement). The range of global estimates at a given
carbon price partly reflects uncertainty surrounding AFOLU mitigation

16 In many models that are used to assess the economic costs of mitigation, carbon
price is used as a proxy to represent the level of effort in mitigation policies (see
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potentials in the literature and the land-use assumptions of the sce-
narios considered. The ranges of estimates also reflect differences in
the GHGs and options considered in the studies. A comparison of esti-
mates of economic mitigation potential in the AFOLU sector published
since AR4 is shown in Figure TS.31.[11.6]

While demand-side measures are under-researched, changes
in diet, reductions of losses in the food supply chain, and other
measures have a significant, but uncertain, potential to reduce
GHG emissions from food production (0.76-8.55 GtCO,eq/yr by
2050) (Figure TS.31) (limited evidence, medium agreement). Barriers to
implementation are substantial, and include concerns about jeopardizing
health and well-being, and cultural and societal resistance to behavioural
change. However, in countries with a high consumption of animal protein,
co-benefits are reflected in positive health impacts resulting from changes
in diet (robust evidence, high agreement). [11.4.3,11.6,11.7, 11.9]

The mitigation potential of AFOLU is highly dependent on
broader factors related to land-use policy and patterns (medium
evidence, high agreement). The many possible uses of land can com-
pete or work in synergy. The main barriers to mitigation are institu-
tional (lack of tenure and poor governance), accessibility to financ-
ing mechanisms, availability of land and water, and poverty. On the
other hand, AFOLU mitigation options can promote innovation, and
many technological supply-side mitigation options also increase agri-
cultural and silvicultural efficiency, and can reduce climate vulner-
ability by improving resilience. Multifunctional systems that allow the
delivery of multiple services from land have the capacity to deliver to
many policy goals in addition to mitigation, such as improving land
tenure, the governance of natural resources, and equity [11.8] (/im-
ited evidence, high agreement). Recent frameworks, such as those for
assessing environmental or ecosystem services, could provide tools for
valuing the multiple synergies and tradeoffs that may arise from miti-
gation actions (Table TS.8) (medium evidence, medium agreement).
[11.7,11.8]

[ Cattle Meat
Pig Meat

M Chicken Rice
I Eggs W Milk

[ Cereals
Roundwood

1990-2000 2000-2010

Figure TS.30 | GHG emissions intensities of selected major AFOLU commaodities for decades 1960s—2000s. (1) Cattle meat, defined as GHG (enteric fermentation + manure man-
agement of cattle, dairy and non-dairy)/meat produced; (2) pig meat, defined as GHG (enteric fermentation + manure management of swine, market and breeding)/meat produced;
(3) chicken meat, defined as GHG (manure management of chickens)/meat produced; (4) milk, defined as GHG (enteric fermentation + manure management of cattle, dairy)/milk
produced; (5) eggs, defined as GHG (manure management of chickens, layers)/egg produced; (6) rice, defined as GHG (rice cultivation)/rice produced; (7) cereals, defined as GHG
(synthetic fertilizers)/cereals produced; (8) wood, defined as GHG (carbon loss from harvest)/roundwood produced. [Figure 11.15]
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Figure TS.31| Estimates of economic mitigation

potentials in the AFOLU sector published since AR4 (AR4 estimates shown for comparison, denoted by black arrows), includ-

ing bottom-up, sectoral studies, and top-down, multi-sector studies. Supply-side mitigation potentials are estimated for around 2030, ranging from 2025 to 2035, and are for
agriculture, forestry or both sectors combined. Studies are aggregated for potentials up to ~20 USD/tCO,eq (actual range 1.64-21.45), up to ~50 USD/tCO,eq (actual range
31.39-50.00), and up to ~100 USD/tCO,eq (actual range 70.0—120.91). Demand-side measures (shown on the right hand side of the figure) are for ~2050 and are not assessed
at a specific carbon price, and should be regarded as technical potentials. Smith et al. (2013) values are the mean of the range. Not all studies consider the same measures or the

same GHGs. [11.6.2, Figure 11.14]

Policies governing practices in agriculture as well as forest con-
servation and management need to account for the needs of
both mitigation and adaptation (medium evidence, high agree-
ment). Some mitigation options in the AFOLU sector (such as soil and
forest carbon stocks) may be vulnerable to climate change. Economic
incentives (e.g., special credit lines for low-carbon agriculture, sustain-
able agriculture and forestry practices, tradable credits, payment for
ecosystem services) and regulatory approaches (e.g., enforcement of
environmental law to protect forest carbon stocks by reducing defor-
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estation, set-aside policies, air and water pollution control reducing
nitrate load and N,0 emissions) have been effective in different cases.
Investments in research, development, and diffusion (e.g., increase of
resource use-efficiency (fertilizers), livestock improvement, better for-
estry management practices) could result in synergies between adap-
tation and mitigation. Successful cases of deforestation reduction in
different regions are found to combine different policies such as land
planning, regulatory approaches and economic incentives (limited evi-
dence, high agreement). [11.3.2,11.10, 15.11]



Table TS.8 | Overview of potential co-benefits (green arrows) and adverse side-effects (
up/down denote a positive/negative effect on the respective objective or concern. These effects depend on the specific context (including bio-physic, institutional and socio-
economic aspects) as well as on the scale of implementation. For an assessment of macroeconomic, cross-sectoral effects associated with mitigation policies (e.g., on energy prices,
consumption, growth, and trade), see e.g., Sections 3.9, 6.3.6, 13.2.2.3 and 14.4.2. The uncertainty qualifiers in brackets denote the level of evidence and agreement on the
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) of the main mitigation measures in the AFOLU sector; arrows pointing

respective effects (see TS.1). Abbreviations for evidence: | = limited, m = medium, r = robust; for agreement: | = low, m = medium, h = high. [Tables 11.9 and 11.12]
Effect on additional objectives/concerns
AFOLU
Economic Social Environmental Institutional
* Employment impact via T+ Food-crops production through Provision of ecosystem Tenure and use rights
0 Entrepreneurship integrated systems and sustainable services via at the local level (for
development (m/h) agriculture intensification (r/m) 0 Ecosystem indigenous people and
ide: Use of less labour- conservation and local communities)
Supply side . . . * Food production (locally) due ) )
Forestry, land- intensive technologies sustainable especially when
) . ) to large-scale monocultures ) . o
based agriculture, in agriculture (m/m) management as well implementing activities
; of non-food crops (r/l) ) )
livestock o . as sustainable in natural forests (r/h)
) ' T Diversification of income R ) . )
integrated Cultural habitats and recreational agriculture (r/h) —
sources and access . . Access to participative
systems, and areas via (sustainable) forest Large scale .
! to markets (r/h) ) mechanisms for land
bioenergy management and conservation (m/m) monocultures (r/h) -
. . management decisions (r/h)
(marked by *) T Additional income to N ) "
) * Human health and animal welfare e.g., Land-use competition (r/m) .
. (sustainable) landscape o ’ Enforcement of existing
Demand side: through less pesticides, reduced burning ) . - )
management (m/h) ; o 0 Soil quality (r/h) policies for sustainable
Reduced losses practices, and practices like agroforestry
) ) ) ) resource management (r/h)
in the food * Income concentration (m/m) and silvo-pastoral systems (m/h) J Erosion (r/h)
supply chain, ) ) -
) T Energy security (resource * Human health when using T Ecosystem resilience (m/h)
changes in human fficiency) (m/h) burni rices icult
diets, changes sufficiency) (m. um‘mg practices (in agriculture 4 Albedo and
) o or bioenergy) (m/m) .
in demand 0 Innovative financing evaporation (r/h)
for wood and mechanisms for sustainable * Gender, intra- and inter-
forestry products resource management (m/h) generational equity via
1 Technoloay . T Participation and fair
ez no Oiy mno/va on benefit sharing (r/h)
and transfer (m/m) Concentration of benefits (m/m)

Reducing Emissions from Deforestation and Forest Degradation
(REDD+)" can be a very cost-effective policy option for mitigat-
ing climate change, if implemented in a sustainable manner (/im-
ited evidence, medium agreement). REDD+ includes: reducing emissions
from deforestation and forest degradation; conservation of forest carbon
stocks; sustainable management of forests; and enhancement of forest
carbon stocks. It could supply a large share of global abatement of emis-
sions from the AFOLU sector, especially through reducing deforestation
in tropical regions, with potential economic, social and other environ-
mental co-benefits. To assure these co-benefits, the implementation of
national REDD+ strategies would need to consider financing mecha-
nisms to local stakeholders, safeguards (such as land rights, conserva-
tion of biodiversity and other natural resources), and the appropriate
scale and institutional capacity for monitoring and verification. [11.10]

Bioenergy can play a critical role for mitigation, but there are
issues to consider, such as the sustainability of practices and
the efficiency of bioenergy systems (robust evidence, medium

17 UN Programme on Reducing Emissions from Deforestation and Forest Degradation
in developing countries, including conservation, sustainable management of forests
and enhancement of forest carbon stocks.

agreement) [11.4.4, Box 11.5, 11.13.6, 11.13.7]. Barriers to large-
scale deployment of bioenergy include concerns about GHG emis-
sions from land, food security, water resources, biodiversity conserva-
tion and livelihoods. The scientific debate about the overall climate
impact related to land-use competition effects of specific bioenergy
pathways remains unresolved (robust evidence, high agreement).
[11.4.4, 11.13] Bioenergy technologies are diverse and span a wide
range of options and technology pathways. Evidence suggests that
options with low lifecycle emissions (e.g., sugar cane, Miscanthus,
fast growing tree species, and sustainable use of biomass residues),
some already available, can reduce GHG emissions; outcomes are
site-specific and rely on efficient integrated ‘biomass-to-bioenergy
systems’, and sustainable land-use management and governance.
In some regions, specific bioenergy options, such as improved cook-
stoves, and small-scale biogas and biopower production, could
reduce GHG emissions and improve livelihoods and health in the con-
text of sustainable development (medium evidence, medium agree-
ment). [11.13]
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TS.3.2.7  Human settlements, infrastructure, and spatial

planning

Urbanization is a global trend transforming human settlements,
societies, and energy use (robust evidence, high agreement). In
1900, when the global population was 1.6 billion, only 13% of the
population, or some 200 million, lived in urban areas. As of 2011, more
than 52 % of the world’s population—roughly 3.6 billion—lives in
urban areas. By 2050, the urban population is expected to increase to
5.6—7.1 hillion, or 64—69 % of the world population. [12.2]

Urban areas account for more than half of global primary energy
use and energy-related CO, emissions (medium evidence, high
agreement). The exact share of urban energy and GHG emissions varies
with emission accounting frameworks and definitions. Taking account
of direct and indirect emissions, urban areas account for 67—76 % of
global energy use (central estimate) and 71-76 % of global energy-
related CO, emissions. Taking account of direct emissions only, the
urban share of emissions is 44 % (Figure T5.32). [12.2, 12.3]

No single factor explains variations in per-capita emissions
across cities, and there are significant differences in per capita
GHG emissions between cities within a single country (robust
evidence, high agreement). Urban GHG emissions are influenced by a
variety of physical, economic and social factors, development levels,
and urbanization histories specific to each city. Key influences on urban
GHG emissions include income, population dynamics, urban form, loca-
tional factors, economic structure, and market failures. Per capita final
energy use and CO, emissions in cities of Annex | countries tend to be
lower than national averages, in cities of non-Annex | countries they
tend to be higher. [12.3]

The majority of infrastructure and urban areas have yet to be
built (limited evidence, high agreement). Accounting for trends in
declining population densities, and continued economic and popula-
tion growth, urban land cover is projected to expand by 56-310%
between 2000 and 2030. If the global population increases to 9.3 bil-
lion by 2050 and developing countries expand their built environment
and infrastructure to current global average levels using available
technology of today, the production of infrastructure materials alone
would generate about 470 GtCO, emissions. Currently, average per
capita CO, emissions embodied in the infrastructure of industrialized
countries is five times larger than those in developing countries. [12.2,
12.3]

Infrastructure and urban form are strongly interlinked, and
lock in patterns of land use, transport choice, housing, and
behaviour (medium evidence, high agreement). Urban form and
infrastructure shape long-term land-use management, influence
individual transport choice, housing, and behaviour, and affect the
system-wide efficiency of a city. Once in place, urban form and
infrastructure are difficult to change (Figure TS.33). [12.2, 12.3,
12.4]

90

Mitigation options in urban areas vary by urbanization trajecto-
ries and are expected to be most effective when policy instru-
ments are bundled (robust evidence, high agreement). For rapidly
developing cities, options include shaping their urbanization and
infrastructure development towards more sustainable and low-carbon
pathways. In mature or established cities, options are constrained by
existing urban forms and infrastructure and the potential for refur-
bishing existing systems and infrastructures. Key mitigation strategies
include co-locating high residential with high employment densities,

Marcotullio et al., 2013 (Scope 1+2)
I Marcotullio et al., 2013 (Scope 1)
Griibler et al., 2012
WEU (.
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Figure TS.32| Estimated shares of direct (Scope 1) and indirect urban CO, emissions in
total emissions across world regions (GtCO,). Indirect emissions (Scope 2) allocate emis-
sions from thermal power plants to urban areas. CPA: Centrally Planned Asia and China;
EEU: Central and Eastern Europe; FSU: Former Soviet Union; LAM: Latin America and
Caribbean; MNA: Middle East and North Africa; NAM: North America; PAS: South-East
Asia and Pacific; POECD: Pacific OECD; SAS: South Asia; SSA: Sub Saharan Africa; WEU:
Western Europe. [12.2.2, Figure 12.4]
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used metrics, and stylized graphics. The dark blue row segments under the VKT elasticities column provide the range of elasticities for the studies included. CBD: Central business

district. [Figure 12.14]

achieving high diversity and integration of land uses, increasing acces-
sibility and investing in public transit and other supportive demand-
management measures (Figure TS.33). Bundling these strategies can
reduce emissions in the short term and generate even higher emissions
savings in the long term. [12.4, 12.5]

The largest opportunities for future urban GHG emissions
reduction might be in rapidly urbanizing countries where urban
form and infrastructure are not locked-in but where there are
often limited governance, technical, financial, and institutional
capacities (robust evidence, high agreement). The bulk of future
infrastructure and urban growth is expected in small- to medium-size
cities in developing countries, where these capacities can be limited or
weak. [12.4,12.5,12.6, 12.7]

Thousands of cities are undertaking climate action plans, but
their aggregate impact on urban emissions is uncertain (robust
evidence, high agreement). Local governments and institutions pos-
sess unique opportunities to engage in urban mitigation activities and

local mitigation efforts have expanded rapidly. However, little system-
atic assessment exists regarding the overall extent to which cities are
implementing mitigation policies and emissions reduction targets are
being achieved, or emissions reduced. Climate action plans include a
range of measures across sectors, largely focused on energy efficiency
rather than broader land-use planning strategies and cross-sectoral
measures to reduce sprawl and promote transit-oriented development
(Figure TS.34).[12.6, 12.7, 12.9]

The feasibility of spatial planning instruments for climate
change mitigation is highly dependent on a city’s financial and
governance capability (robust evidence, high agreement). Drivers
of urban GHG emissions are interrelated and can be addressed by a
number of regulatory, management, and market-based instruments.
Many of these instruments are applicable to cities in both developed
and developing countries, but the degree to which they can be imple-
mented varies. In addition, each instrument varies in its potential to
generate public revenues or require government expenditures, and the
administrative scale at which it can be applied (Figure TS.35). A bun-
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Figure TS.34| Common mitigation measures in Climate Action Plans. [Figure 12.22]

dling of instruments and a high level of coordination across institu-
tions can increase the likelihood of achieving emissions reductions and
avoiding unintended outcomes. [12.6, 12.7]

For designing and implementing climate policies effectively,
institutional arrangements, governance mechanisms, and
financial resources should be aligned with the goals of reduc-
ing urban GHG emissions (high confidence). These goals will reflect
the specific challenges facing individual cities and local governments.
The following have been identified as key factors: (1) institutional
arrangements that facilitate the integration of mitigation with other
high-priority urban agendas; (2) a multilevel governance context that
empowers cities to promote urban transformations; (3) spatial plan-
ning competencies and political will to support integrated land-use
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and transportation planning; and (4) sufficient financial flows and
incentives to adequately support mitigation strategies. [12.6, 12.7]

Successful implementation of urban climate change mitigation
strategies can provide co-benefits (robust evidence, high agree-
ment). Urban areas throughout the world continue to struggle with
challenges, including ensuring access to energy, limiting air and water
pollution, and maintaining employment opportunities and competi-
tiveness. Action on urban-scale mitigation often depends on the ability
to relate climate change mitigation efforts to local co-benefits. The co-
benefits of local climate change mitigation can include public savings,
air quality and associated health benefits, and productivity increases in
urban centres, providing additional motivation for undertaking mitiga-
tion activities. [12.5, 12.6, 12.7, 12.8]
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Figure TS.35 | Key spatial planning tools and effects on government revenues and expenditures across administrative scales. Figure shows four key spatial planning tools (coded in
colours) and the scale of governance at which they are administered (x-axis) as well as how much public revenue or expenditure the government generates by implementing each

instrument (y-axis). [Figure 12.20]

TS.4 Mitigation policies
and institutions

The previous section shows that since AR4 the scholarship on mitiga-
tion pathways has begun to consider in much more detail how a variety
of real-world considerations—such as institutional and political con-
straints, uncertainty associated with climate change risks, the availabil-
ity of technologies and other factors—affect the kinds of policies and
measures that are adopted. Those factors have important implications
for the design, cost, and effectiveness of mitigation action. This sec-

tion focuses on how governments and other actors in the private and
public sectors design, implement, and evaluate mitigation policies. It
considers the ‘normative’ scientific research on how policies should
be designed to meet particular criteria. It also considers research on
how policies are actually designed and implemented a field known as
‘positive” analysis. The discussion first characterizes fundamental con-
ceptual issues, and then presents a summary of the main findings from
WGIII AR5 on local, national, and sectoral policies. Much of the practical
policy effort since AR4 has occurred in these contexts. From there the
summary looks at ever-higher levels of aggregation, ultimately ending
at the global level and cross-cutting investment and finance issues.
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TS.4.1  Policy design, behaviour and political

economy

There are multiple criteria for evaluating policies. Policies are fre-
quently assessed according to four criteria [3.7.1, 13.2.2, 15.4.1]:

e Environmental effectiveness—whether policies achieve intended
goals in reducing emissions or other pressures on the environment
or in improving measured environmental quality.

e Economic effectiveness—the impact of policies on the overall
economy. This criterion includes the concept of economic effi-
ciency, the principle of maximizing net economic benefits. Eco-
nomic welfare also includes the concept of cost-effectiveness, the
principle of attaining a given level of environmental performance
at lowest aggregate cost.

e Distributional and social impacts—also known as ‘distributional
equity,” this criterion concerns the allocation of costs and benefits
of policies to different groups and sectors within and across econo-
mies over time. It includes, often, a special focus on impacts on the
least well-off members of societies within countries and around
the world.

e Institutional and political feasibility—whether policies can be
implemented in light of available institutional capacity, the politi-
cal constraints that governments face, and other factors that are
essential to making a policy viable.

All criteria can be applied with regard to the immediate ‘static’ impacts
of policies and from a long-run ‘dynamic’ perspective that accounts for
the many adjustments in the economic, social and political systems.
Criteria may be mutually reinforcing, but there may also be conflicts
or tradeoffs among them. Policies designed for maximum environmen-
tal effectiveness or economic performance may fare less well on other
criteria, for example. Such tradeoffs arise at multiple levels of govern-
ing systems. For example, it may be necessary to design international
agreements with flexibility so that it is feasible for a large number of
diverse countries to accept them, but excessive flexibility may under-
mine incentives to invest in cost-effective long-term solutions.

Policymakers make use of many different policy instruments
at the same time. Theory can provide some guidance on the norma-
tive advantages and disadvantages of alternative policy instruments
in light of the criteria discussed above. The range of different policy
instruments includes [3.8, 15.3]:

e Economic incentives, such as taxes, tradable allowances, fines, and
subsidies

e Direct regulatory approaches, such as technology or performance
standards

 Information programmes, such as labelling and energy audits

e Government provision, for example of new technologies or in state
enterprises

e Voluntary actions, initiated by governments, firms, and non-gov-
ernmental organizations (NGOs)

924

Since AR4, the inventory of research on these different instruments
has grown, mostly with reference to experiences with policies adopted
within particular sectors and countries as well as the many interactions
between policies. One implication of that research has been that inter-
national agreements that aim to coordinate across countries reflect the
practicalities on the particular policy choices of national governments
and other jurisdictions.

The diversity in policy goals and instruments highlights dif-
ferences in how sectors and countries are organized eco-
nomically and politically as well as the multi-level nature of
mitigation. Since AR4, one theme of research in this area has been
that the success of mitigation measures depends in part on the pres-
ence of institutions capable of designing and implementing regu-
latory policies and the willingness of respective publics to accept
these policies. Many policies have effects, sometimes unanticipated,
across multiple jurisdictions—across cities, regions and coun-
tries—because the economic effects of policies and the technologi-
cal options are not contained within a single jurisdiction. [13.2.2.3,
14.1.3,15.2,15.9]

Interactions between policy instruments can be welfare-enhanc-
ing or welfare-degrading. The chances of welfare-enhancing inter-
actions are particularly high when policy instruments address multiple
different market failures—for example, a subsidy or other policy instru-
ment aimed at boosting investment in R&D on less emission-intensive
technologies can complement policies aimed at controlling emissions,
as can regulatory intervention to support efficient improvement of end-
use energy efficiency. By contrast, welfare-degrading interactions are
particularly likely when policies are designed to achieve identical goals.
Narrowly targeted policies such as support for deployment (rather
than R&D) of particular energy technologies that exist in tandem with
broader economy-wide policies aimed at reducing emissions (for exam-
ple, a cap-and-trade emissions scheme) can have the effect of shifting
the mitigation effort to particular sectors of the economy in ways that
typically result in higher overall costs. [3.8.6, 15.7, 15.8]

There are a growing number of countries devising policies for
adaptation, as well as mitigation, and there may be benefits
to considering the two within a common policy framework
(medium evidence, low agreement). However, there are divergent
views on whether adding adaptation to mitigation measures in the
policy portfolio encourages or discourages participation in interna-
tional cooperation [1.4.5, 13.3.3]. It is recognized that an integrated
approach can be valuable, as there exist both synergies and tradeoffs
[16.6].

Traditionally, policy design, implementation, and evaluation has
focused on governments as central designers and implementers
of policies, but new studies have emerged on government act-
ing in a coordinating role (medium confidence). In these cases, gov-
ernments themselves seek to advance voluntary approaches, especially
when traditional forms of regulation are thought to be inadequate or



the best choices of policy instruments and goals is not yet apparent.
Examples include voluntary schemes that allow individuals and firms
to purchase emission credits that offset the emissions associated with
their own activities such as flying and driving. Since AR4, a substantial
new literature has emerged to examine these schemes from positive
and normative perspectives. [13.12, 15.5.7]

The successful implementation of policy depends on many fac-
tors associated with human and institutional behaviour (very
high confidence). One of the challenges in designing effective instru-
ments is that the activities that a policy is intended to affect—such as
the choice of energy technologies and carriers and a wide array of agri-
cultural and forestry practices—are also influenced by social norms,
decision-making rules, behavioural biases, and institutional processes
[2.4, 3.10]. There are examples of policy instruments made more effec-
tive by taking these factors into account, such as in the case of financ-
ing mechanisms for household investments in energy efficiency and
renewable energy that eliminate the need for up-front investment [2.4,
2.6.5.3]. Additionally, the norms that guide acceptable practices could
have profound impacts on the baselines against which policy interven-
tions are evaluated, either magnifying or reducing the required level of
policy intervention [1.2.4, 4.3,6.5.2].

Climate policy can encourage investment that may otherwise
be suboptimal because of market imperfections (very high con-
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fidence). Many of the options for energy efficiency as well as low-
carbon energy provision require high up-front investment that is often
magnified by high-risk premiums associated with investments in new
technologies. The relevant risks include those associated with future
market conditions, regulatory actions, public acceptance, and technol-
ogy cost and performance. Dedicated financial instruments exist to
lower these risks for private actors—for example, credit insurance,
feed-in tariffs (FITs), concessional finance, or rebates [16.4]. The design
of other mitigation policies can also incorporate elements to help
reduce risks, such as a cap-and-trade regime that includes price floors
and ceilings [2.6.5, 15.5, 15.6].

TS.4.2  Sectoral and national policies

There has been a considerable increase in national and sub-
national mitigation plans and strategies since AR4 (Figure TS.36).
These plans and strategies are in their early stages of development
and implementation in many countries, making it difficult to assess
whether and how they will result in appropriate institutional and
policy change, and therefore, their impact on future GHG emissions.
However, to date these policies, taken together, have not yet achieved
a substantial deviation in GHG emissions from the past trend. Theories
of institutional change suggest they might play a role in shaping incen-
tives, political contexts, and policy paradigms in a way that encourages
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Figure TS.36 | National climate legislation and strategies in 2007 and 2012. Regions include NAI (Non Annex | countries—developing countries), Al (Annex | countries—devel-
oped countries), LAM (Latin America), MAF (Middle East and Africa), ASIA (Asia), EIT (Economies in Transition), OECD-1990; see Annex I1.2 for more details. In this figure, climate
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GHG emissions reductions in the future [15.1, 15.2]. However, many
baseline scenarios (i.e., those without additional mitigation policies)
show concentrations that exceed 1000ppm CO,eq by 2100, which is
far from a concentration with a likely probability of maintaining tem-
perature increases below 2 °C this century. Mitigation scenarios sug-
gest that a wide range of environmentally effective policies could be
enacted that would be consistent with such goals [6.3]. In practice,
climate strategies and the policies that result are influenced by politi-
cal economy factors, sectoral considerations, and the potential for real-
izing co-benefits. In many countries, mitigation policies have also been
actively pursued at state and local levels. [15.2, 15.5, 15.8]

Since AR4, there is growing political and analytical attention to
co-benefits and adverse side-effects of climate policy on other
objectives and vice versa that has resulted in an increased focus
on policies designed to integrate multiple objectives (high confi-
dence). Co-benefits are often explicitly referenced in climate and sectoral
plans and strategies and often enable enhanced political support [15.2].
However, the analytical and empirical underpinnings for many of these
interactive effects, and particularly for the associated welfare impacts,
are under-developed [1.2, 3.6.3, 4.2, 4.8, 6.6]. The scope for co-benefits
is greater in low-income countries, where complementary policies for
other objectives, such as air quality, are often weak [5.7, 6.6, 15.2].

The design of institutions affects the choice and feasibility of
policy options as well as the sustainable financing of mitigation
measures. Institutions designed to encourage participation by repre-
sentatives of new industries and technologies can facilitate transitions
to low-GHG emissions pathways [15.2, 15.6]. Policies vary in the extent
to which they require new institutional capabilities to be implemented.
Carbon taxation, in most settings, can rely mainly on existing tax infra-
structure and is administratively easier to implement than many other
alternatives such as cap-and-trade systems [15.5]. The extent of insti-
tutional innovation required for policies can be a factor in instrument
choice, especially in developing countries.

Sector-specific policies have been more widely used than econ-
omy-wide, market-based policies (medium evidence, high agree-
ment). Although economic theory suggests that market-based, economy-
wide policies for the singular objective of mitigation would generally
be more cost-effective than sector-specific policies, political economy
considerations often make economy-wide policies harder to design and
implement than sector-specific policies [15.2.3, 15.2.6, 15.5.1]. In some
countries, emission trading and taxes have been enacted to address the
market externalities associated with GHG emissions, and have contrib-
uted to the fulfilment of sector-specific GHG reduction goals (medium
evidence, medium agreement) [7.12]. In the longer term, GHG pricing
can support the adoption of low-GHG energy technologies. Even if
economy-wide policies were implemented, sector-specific policies may
be needed to overcome sectoral market failures. For example, building
codes can require energy-efficient investments where private invest-
ments would otherwise not exist [9.10]. In transport, pricing policies
that raise the cost of carbon-intensive forms of private transport are
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more effective when backed by public investment in viable alternatives
[8.10]. Table TS.9 presents a range of sector-specific policies that have
been implemented in practice. [15.1, 15.2, 15.5, 15.8, 15.9]

Carbon taxes have been implemented in some countries
and—alongside technology and other policies—have contrib-
uted to decoupling of emissions from GDP (high confidence). Dif-
ferentiation by sector, which is quite common, reduces cost-effective-
ness that arises from the changes in production methods, consumption
patterns, lifestyle shifts, and technology development, but it may
increase political feasibility, or be preferred for reasons of competitive-
ness or distributional equity. In some countries, high carbon and fuel
taxes have been made politically feasible by refunding revenues or by
lowering other taxes in an environmental fiscal reform. Mitigation poli-
cies that raise government revenue (e.g., auctioned emission allow-
ances under a cap-and-trade system or emission taxes) generally have
lower social costs than approaches that do not, but this depends on
how the revenue is used [3.6.3]. [15.2, 15.5.2, 15.5.3]

Fuel taxes are an example of a sector-specific policy and are
often originally put in place for objectives such as reve-
nue—they are not necessarily designed for the purpose of miti-
gation (high confidence). In Europe, where fuel taxes are highest, they
have contributed to reductions in carbon emissions from the trans-
port sector of roughly 50 % for this group of countries. The short-run
response to higher fuel prices is often small, but long-run price elas-
ticities are quite high, or roughly —0.6 to —0.8. This means that in the
long run, 10% higher fuel prices correlate with 7% reduction in fuel
use and emissions. In the transport sector, taxes have the advantage of
being progressive or neutral in most countries and strongly progressive
in low-income countries. [15.5.2]

Cap-and-trade systems for GHG emissions are being established
in a growing number of countries and regions. Their environmen-
tal effect has so far been limited because caps have either been loose
or have not yet been binding (/imited evidence, medium agreement).
There appears to have been a tradeoff between the political feasibil-
ity and environmental effectiveness of these programmes, as well as
between political feasibility and distributional equity in the allocation
of permits. Greater environmental effectiveness through a tighter cap
may be combined with a price ceiling that improves political feasibility.
[14.4.2,15.5.3]

Different factors reduced the price of European Union Emissions
Trading System (EU ETS) allowances below anticipated levels,
thereby slowing investment in mitigation (high confidence). While
the European Union demonstrated that a cross-border cap-and-trade
system can work, the low price of EU ETS allowances in recent years
provided insufficient incentives for significant additional investment in
mitigation. The low price is related to unexpected depth and duration of
the economic recession, uncertainty about the long-term reduction tar-
gets for GHG emissions, import of credits from the Clean Development
Mechanism (CDM), and the interaction with other policy instruments,
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Table TS.9 | Sector policy instruments. The table brings together evidence on mitigation policy instruments discussed in Chapters 7 to 12. [Table 15.2]

Policy Instruments

Energy [7.12]

Transport [8.10]

Buildings [9.10]

Industry [10.11]

AFOLU [11.10]

Human Settlements
and Infrastructure

Economic Instru-
ments—Taxes
(Carbon taxes may
be economy-wide)

e Carbon taxes

o Fuel taxes

o Congestion charges,
vehicle registration
fees, road tolls

 Vehicle taxes

 Carbon and/or energy
taxes (either sectoral
or economy wide)

Carbon tax or
energy tax

Waste disposal
taxes or charges

o Fertilizer or Nitrogen
taxes to reduce
nitrous oxide

o Sprawl taxes, Impact
fees, exactions, split-
rate property taxes,
tax increment finance,
betterment taxes,
congestion charges

Economic Instru-
ments—Tradable
Allowances

(May be econ-
omy-wide)

e Emissions trading
(e.g., EUETS)

e Emission credits
under CDM

Tradable Green
Certificates

o Fuel and vehicle
standards

e Tradable certificates
for energy efficiency
improvements
(white certificates)

Emissions trading

Emission credit
under CDM

Tradable Green
Certificates

Emission credits under
the Kyoto Protocol's
Clean Development
Mechanism (CDM)

Compliance schemes
outside Kyoto protocol
(national schemes)

Voluntary carbon
markets

o Urban-scale Cap
and Trade

Economic Instru-
ments—Subsidies

Fossil fuel subsidy
removal

Feed-in-tariffs for
renewable energy

Capital subsidies
and insurance for 1st
generation Carbon
Dioxide Capture

and Storage (CCS)

 Biofuel subsidies

o Vehicle purchase
subsidies

o Feebates

 Subsidies or Tax
exemptions for
investment in efficient
buildings, retrofits
and products

 Subsidized loans

Subsidies (e.g., for
energy audits)

Fiscal incentives (e.g.,
for fuel switching)

Credit lines for low
carbon agriculture,
sustainable forestry.

e Special Improvement
or Redevelopment
Districts

Efficiency or
environmental
performance standards

Renewable Portfolio
standards for
renewable energy

e Equitable access

 Fuel economy
performance standards

e Fuel quality standards
® GHG emission
performance standards

© Regulatory restrictions
to encourage modal

o Building codes
and standards

 Equipment and
appliance standards

* Mandates for energy
retailers to assist
customers invest in

Energy efficiency
standards for
equipment

Energy management
systems (also
voluntary)

Voluntary agreements

National policies

to support REDD+
including monitoring,
reporting and
verification

Forest law to reduce
deforestation

o Mixed use zoning

o Development
restrictions

o Affordable housing
mandates

o Site access controls

zegulatohw to electricity grid shifts (road to rail) energy efficiency (where bound o Air and water pollution | * ;;:]tssfer development
roaches i
pp o Legal status of long « Restriction on by regulation) control GHG precursors . ;
term CO, storage i o Labelling and o Land-use planning ® Design codes
certain areas public procurement and governance o Building codes
regulations
e Environmental capacity 9 ® Street codes
constraints on airports e Design standards
 Urban planning and
zoning restrictions
o Fuel labelling  Energy audits e Energy audits o Certification schemes
o Vehicle efficiency o Labelling programmes | e Benchmarking for sustama.ble
labelling ' forest practices
Information * Energy advice ® Brokerage for ) B
programmes industrial cooperation * Information policies
Programmes to support REDD+
including monitoring,
reporting and
verification
e Research and  Investment in © Public procurement e Training and education | e Protection of national, e Provision of utility
development transit and human of efficient buildings o Brokerage for state, and local forests. infrastructure such as
o Infrastructure powered transport and appliances industrial cooperation | e Investment in electricity distribution,
Government expansion (district e Investment in improvement and district heating/cooling

Provision of Public
Goods or Services

heating/cooling or
common carrier)

alternative fuel
infrastructure

® Low emission vehicle
procurement

diffusion of innovative
technologies in
agriculture and forestry

and wastewater
connections, etc.

e Park improvements
o Trail improvements

o Urban rail

Voluntary Actions

o Labelling programmes
for efficient buildings

 Product eco-labelling

Voluntary agreements
on energy targets or
adoption of energy
management systems,
or resource efficiency

Promotion of
sustainability by
developing standards
and educational
campaigns
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particularly related to the expansion of renewable energy as well as
regulation on energy efficiency. It has proven to be politically difficult
to address this problem by removing GHG emission permits temporar-
ily, tightening the cap, or providing a long-term mitigation goal. [14.4.2]

Adding a mitigation policy to another may not necessarily
enhance mitigation. For instance, if a cap-and-trade system has a
sufficiently stringent cap then other policies such as renewable sub-
sidies have no further impact on total GHG emissions (although they
may affect costs and possibly the viability of more stringent future tar-
gets). If the cap is loose relative to other policies, it becomes ineffec-
tive. This is an example of a negative interaction between policy instru-
ments. Since other policies cannot be ‘added on’ to a cap-and-trade
system, if it is to meet any particular target, a sufficiently low cap is
necessary. A carbon tax, on the other hand, can have an additive envi-
ronmental effect to policies such as subsidies to renewables. [15.7]

Reduction of subsidies to fossil energy can achieve significant
emission reductions at negative social cost (very high confidence).
Although political economy barriers are substantial, many countries have
reformed their tax and budget systems to reduce fuel subsidies that actu-
ally accrue to the relatively wealthy, and utilized lump-sum cash trans-
fers or other mechanisms that are more targeted to the poor. [15.5.3]

Direct regulatory approaches and information measures are
widely used, and are often environmentally effective, though
debate remains on the extent of their environmental impacts

and cost-effectiveness (medium confidence). Examples of regula-
tory approaches include energy efficiency standards; examples of
information programmes include labelling programmes that can help
consumers make better-informed decisions. While such approaches
often work at a net social benefit, the scientific literature is divided
on whether such policies are implemented with negative private costs
(see Box TS.12) to firms and individuals [3.9.3, 15.5.5, 15.5.6]. Since
AR4 there has been continued investigation into the ‘rebound’ effects
(see Box TS.13) that arise when higher efficiency leads to lower energy
costs and greater consumption. There is general agreement that such
rebound effects exist, but there is low agreement in the literature on
the magnitude [3.9.5,5.7.2, 15.5.4].

There is a distinct role for technology policy as a complement to
other mitigation policies (high confidence). Properly implemented
technology policies reduce the cost of achieving a given environmental
target. Technology policy will be most effective when technology-push
policies (e.g., publicly funded R&D) and demand-pull policies (e.g.,
governmental procurement programmes or performance regulations)
are used in a complementary fashion. While technology-push and
demand-pull policies are necessary, they are unlikely to be sufficient
without complementary framework conditions. Managing social chal-
lenges of technology policy change may require innovations in policy
and institutional design, including building integrated policies that
make complementary use of market incentives, authority, and norms
(medium confidence). Since AR4, a large number of countries and sub-
national jurisdictions have introduced support policies for renewable

Box TS.13 | The rebound effect can reduce energy savings from technological improvement

Technological improvements in energy efficiency (EE) have direct
effects on energy consumption and thus GHG emissions, but can
cause other changes in consumption, production, and prices that
will, in turn, affect GHG emissions. These changes are generally
called ‘rebound’ or ‘takeback’ because in most cases they reduce
the net energy or emissions reduction associated with the effi-
ciency improvement. The size of EE rebound is controversial, with
some research papers suggesting little or no rebound and others
concluding that it offsets most or all reductions from EE policies
[3.9.5,5.7.2].

Total EE rebound can be broken down into three distinct parts:
substitution-effect, income-effect, and economy-wide effect
[3.9.5]. In end-use consumption, substitution-effect rebound, or
‘direct rebound’ assumes that a consumer will make more use
of a device if it becomes more energy efficient because it will be
cheaper to use. Income-effect rebound or ‘indirect rebound’, arises
if the improvement in EE makes the consumer wealthier and leads
her to consume additional products that require energy. Economy-
wide rebound refers to impacts beyond the behaviour of the entity
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benefiting directly from the EE improvement, such as the impact of
EE on the price of energy.

Analogous rebound effects for EE improvements in production are
substitution towards an input with improved energy efficiency, and
substitution among products by consumers when an EE improve-
ment changes the relative prices of goods, as well as an income
effect when an EE improvement lowers production costs and cre-
ates greater wealth.

Rebound is sometimes confused with the concept of carbon leak-
age, which often describes the incentive for emissions-intensive
economic activity to migrate away from a region that restricts
GHGs (or other pollutants) towards areas with fewer or no restric-
tions on such emissions [5.4.1, 14.4]. Energy efficiency rebound
can occur regardless of the geographic scope of the adopted pol-
icy. As with leakage, however, the potential for significant rebound
illustrates the importance of considering the full equilibrium effects
of a mitigation policy [3.9.5, 15.5.4].



energy such as feed-in tariffs and renewable portfolio standards. These
have promoted substantial diffusion and innovation of new energy
technologies such as wind turbines and photovoltaic panels, but have
raised questions about their economic efficiency, and introduced chal-
lenges for grid and market integration. [2.6.5, 7.12, 15.6.5]

Worldwide investment in research in support of mitigation is
small relative to overall public research spending (medium con-
fidence). The effectiveness of research support will be greatest if it is
increased slowly and steadily rather than dramatically or erratically. It is
important that data collection for program evaluation is built into tech-
nology policy programmes, because there is limited empirical evidence
on the relative effectiveness of different mechanisms for supporting the
invention, innovation and diffusion of new technologies. [15.6.2, 15.6.5]

Government planning and provision can facilitate shifts to less
energy- and GHG-intensive infrastructure and lifestyles (high
confidence). This applies particularly when there are indivisibilities in
the provision of infrastructure as in the energy sector [7.6] (e.g., for
electricity transmission and distribution or district heating networks);
in the transport sector [8.4] (e.g., for non-motorized or public trans-
port); and in urban planning [12.5]. The provision of adequate infra-
structure is important for behavioural change [15.5.6].

Successful voluntary agreements on mitigation between gov-
ernments and industries are characterized by a strong institu-
tional framework with capable industrial associations (medium
confidence). The strengths of voluntary agreements are speed and flex-
ibility in phasing measures, and facilitation of barrier removal activi-
ties for energy efficiency and low-emission technologies. Regulatory
threats, even though the threats are not always explicit, are also an
important factor for firms to be motivated. There are few environmen-
tal impacts without a proper institutional framework. [15.5.7]

TS.4.3  Development and regional cooperation
Regional cooperation offers substantial opportunities for mitiga-
tion due to geographic proximity, shared infrastructure and policy
frameworks, trade, and cross-border investment that would be
difficult for countries to implement in isolation (high confidence).
Examples of possible regional cooperation policies include regionally-
linked development of renewable energy power pools, networks of natu-
ral gas supply infrastructure, and coordinated policies on forestry. [14.1]

At the same time, there is a mismatch between opportunities
and capacities to undertake mitigation (medium confidence). The
regions with the greatest potential to leapfrog to low-carbon devel-
opment trajectories are the poorest developing regions where there
are few lock-in effects in terms of modern energy systems and urban-
ization patterns. However, these regions also have the lowest finan-
cial, technological, and institutional capacities to embark on such
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low-carbon development paths (Figure TS.37) and their cost of wait-
ing is high due to unmet energy and development needs. Emerging
economies already have more lock-in effects but their rapid build-up of
modern energy systems and urban settlements still offers substantial
opportunities for low-carbon development. Their capacity to reorient
themselves to low-carbon development strategies is higher, but also
faces constraints in terms of finance, technology, and the high cost of
delaying the installation of new energy capacity. Lastly, industrialized
economies have the largest lock-in effects, but the highest capacities
to reorient their energy, transport, and urbanizations systems towards
low-carbon development. [14.1.3, 14.3.2]

Regional cooperation has, to date, only had a limited (positive)
impact on mitigation (medium evidence, high agreement). Nonethe-
less, regional cooperation could play an enhanced role in promoting
mitigation in the future, particularly if it explicitly incorporates miti-
gation objectives in trade, infrastructure and energy policies and pro-
motes direct mitigation action at the regional level. [14.4.2, 14.5]

Most literature suggests that climate-specific regional coopera-
tion agreements in areas of policy have not played an important
role in addressing mitigation challenges to date (medium confi-
dence). This is largely related to the low level of regional integration and
associated willingness to transfer sovereignty to supra-national regional
bodies to enforce binding agreements on mitigation. [14.4.2, 14.4.3]

Climate-specific regional cooperation using binding regulation-
based approaches in areas of deep integration, such as EU direc-
tives on energy efficiency, renewable energy, and biofuels, have
had some impact on mitigation objectives (medium confidence).
Nonetheless, theoretical models and past experience suggest that
there is substantial potential to increase the role of climate-specific
regional cooperation agreements and associated instruments, includ-
ing economic instruments and regulatory instruments. In this context it
is important to consider carbon leakage of such regional initiatives and
ways to address it. [14.4.2, 14.4.1]

In addition, non-climate-related modes of regional coopera-
tion could have significant implications for mitigation, even if
mitigation objectives are not a component (medium confidence).
Regional cooperation with non-climate-related objectives but pos-
sible mitigation implications, such as trade agreements, cooperation
on technology, and cooperation on infrastructure and energy, has to
date also had negligible impacts on mitigation. Modest impacts have
been found on the level of GHG emissions of members of regional
preferential trade areas if these agreements are accompanied with
environmental agreements. Creating synergies between adaptation
and mitigation can increase the cost-effectiveness of climate change
actions. Linking electricity and gas grids at the regional level has
also had a modest impact on mitigation as it facilitated greater use
of low-carbon and renewable technologies; there is substantial fur-
ther mitigation potential in such arrangements. [14.4.2]
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Figure TS.37| Economic and governance indicators affecting regional capacities to embrace mitigation policies. Regions include EAS (East Asia), EIT (Economies in Transition), LAM
(Latin America and Caribbean), MNA (Middle East and North Africa), NAM (North America), POECD (Pacific Organisation for Economic Co-operation and Development (OECD)-1990
members), PAS (South East Asia and Pacific), SAS (South Asia), SSA (sub-Saharan Africa), WEU (Western Europe), LDC (least-developed countries). Statistics refer to the year 2010
or the most recent year available. Note: The lending interest rate refers to the average interest rate charged by banks to private sector clients for short- to medium-term financing
needs. The governance index is a composite measure of governance indicators compiled from various sources, rescaled to a scale of 0 to 1, with 0 representing weakest governance

and 1 representing strongest governance. [Figure 14.2]

TS.4.4 International cooperation

Climate change mitigation is a global commons problem that
requires international cooperation, but since AR4, scholarship
has emerged that emphasizes a more complex and multi-fac-
eted view of climate policy (very high confidence). Two character-
istics of climate change necessitate international cooperation: climate
change is a global commons problem, and it is characterized by a high
degree of heterogeneity in the origins of GHG emissions, mitigation
opportunities, climate impacts, and capacity for mitigation and adapta-
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tion [13.2.1.1]. Policymaking efforts to date have primarily focused on
international cooperation as a task centrally focused on the coordina-
tion of national policies that would be adopted with the goal of miti-
gation. More recent policy developments suggest that there is a more
complicated set of relationships between national, regional, and global
policymaking, based on a multiplicity of goals, a recognition of policy
co-benefits, and barriers to technological innovation and diffusion [1.2,
6.6, 15.2]. A major challenge is assessing whether decentralized policy
action is consistent with and can lead to total mitigation efforts that
are effective, equitable, and efficient [6.1.2.1, 13.13].
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Loose coordination of policies: examples include transnational city networks and Nationally Appropriate Mitigation Actions (NAMAs);

R&D technology cooperation: examples include the Major Economies Forum on Energy and Climate (MEF), Global Methane Initiative (GMI),
or Renewable Energy and Energy Efficiency Partnership (REEEP); Other international organization (I10) GHG regulation:

examples include the Montreal Protocol, International Civil Aviation Organization (ICAQ), International Maritime Organization (IMO).

Figure TS.38] Alternative forms of international cooperation. The figure represents a compilation of existing and possible forms of international cooperation, based upon a survey
of published research, but is not intended to be exhaustive of existing or potential policy architectures, nor is it intended to be prescriptive. Examples in orange are existing agree-
ments. Examples in blue are structures for agreements proposed in the literature. The width of individual boxes indicates the range of possible degrees of centralization for a particu-
lar agreement. The degree of centralization indicates the authority an agreement confers on an international institution, not the process of negotiating the agreement. [Figure 13.2]

International cooperation on climate change has become more
institutionally diverse over the past decade (very high confidence).
Perceptions of fairness can facilitate cooperation by increasing the
legitimacy of an agreement [3.10, 13.2.2.4]. UNFCCC remains a primary
international forum for climate negotiations, but other institutions have
emerged at multiple scales, namely: global, regional, national, and local
[13.3.1, 13.4.1.4, 13.5]. This institutional diversity arises in part from
the growing inclusion of climate change issues in other policy arenas
(e.g., sustainable development, international trade, and human rights).
These and other linkages create opportunities, potential co-benefits, or
harms that have not yet been thoroughly examined. Issue linkage also
creates the possibility for countries to experiment with different forums
of cooperation (‘forum shopping’), which may increase negotiation
costs and potentially distract from or dilute the performance of interna-
tional cooperation toward climate goals. [13.3, 13.4, 13.5] Finally, there

has been an emergence of new transnational climate-related institu-
tions not centred on sovereign states (e.g., public-private partnerships,
private sector governance initiatives, transnational NGO programmes,
and city level initiatives) [13.3.1, 13.12].

Existing and proposed international climate agreements vary
in the degree to which their authority is centralized. As illus-
trated in Figure TS.38, the range of centralized formalization spans
strong multilateral agreements (such as the Kyoto Protocol targets),
harmonized national policies (such as the Copenhagen/Cancin
pledges), and decentralized but coordinated national policies (such
as planned linkages of national and sub-national emissions trading
schemes) [13.4.1, 13.4.3]. Four other design elements of international
agreements have particular relevance: legal bindingness, goals and
targets, flexible mechanisms, and equitable methods for effort-shar-
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Table TS.10 | Summary of performance assessments of existing and proposed forms of cooperation. Forms of cooperation are evaluated along the four evaluation criteria described
in Sections 3.7.1 and 13.2.2. [Table 13.3]

Mode of International
Cooperation

Assessment Criteria

Environmental

Aggregate Economic

Distributional Impacts

Institutional Feasibility

Effectiveness Performance
Existing UNFCCC Aggregate GHG emis- Authorized joint fulfilment Commitments distinguish Ratified (or equivalent) by 195
Cooperation sions in Annex | countries of commitments, multi-gas between Annex | (indus- countries and regional organi-
[13.13.1] declined by 6.0t0 9.2 % approach, sources and sinks, trialized) and non-Annex | zations. Compliance depends

below 1990 levels by 2000,
a larger reduction than the
apparent ‘aim’ of returning
to 1990 levels by 2000.

and domestic policy choice.
Cost and benefit estimates
depend on baseline, discount
rate, participation, leak-

age, co-benefits, adverse
effects, and other factors.

countries. Principle of
‘common but differentiated
responsibility.” Commitment
to "equitable and appropriate
contributions by each [party].’

on national communications.

The Kyoto Protocol (KP)

Aggregate emissions in Annex |
countries were reduced by 8.5

to 13.6 % below 1990 levels by
2011, more than the first com-
mitment period (CP1) collective
reduction target of 5.2 %. Reduc-
tions occurred mainly in EITs;
emissions; increased in some
others. Incomplete participation
in CP1 (even lower in CP2).

Cost-effectiveness improved
by flexible mechanisms (Joint
Implementation (JI), CDM,
International Emissions
Trading (IET)) and domestic
policy choice. Cost and benefit
estimates depend on baseline,
discount rate, participation,
leakage, co-benefits, adverse
effects, and other factors.

Commitments distinguish
between developed and
developing countries, but
dichotomous distinction
correlates only partly (and
decreasingly) with historical
emissions trends and with
changing economic circum-
stances. Intertemporal equity
affected by short-term actions.

Ratified (or equivalent) by

192 countries and regional
organizations, but took 7 years
to enter into force. Compli-
ance depends on national
communications, plus KP
compliance system. Later
added approaches to enhance
measurement, reporting,

and verification (MRV).

The Kyoto Mechanisms

About 1.4 billion tCO,eq
credits under the CDM, 0.8
billion under JI, and 0.2 bil-
lion under IET (through July
2013). Additionality of CDM
projects remains an issue but
regulatory reform underway.

CDM mobilized low cost
options, particularly indus-
trial gases, reducing costs.
Underperformance of some
project types. Some evidence
that technology is transferred
to non-Annex | countries.

Limited direct investment from
Annex | countries. Domestic
investment dominates, leading
to concentration of CDM
projects in few countries.
Limited contributions to local
sustainable development.

Helped enable political
feasibility of Kyoto Protocol.
Has multi-layered governance.
Largest carbon markets to date.
Has built institutional capacity
in developing countries.

Further Agreements
under the UNFCCC

Pledges to limit emissions made
by all major emitters under
Cancun Agreements. Unlikely
sufficient to limit temperature
change to 2°C. Depends on
treatment of measures beyond
current pledges for mitigation
and finance. Durban Platform
calls for new agreement

by 2015, to take effect in
2020, engaging all parties.

Efficiency not assessed.
Cost-effectiveness might be
improved by market-based
policy instruments, inclusion of
forestry sector, commitments
by more nations than Annex |
countries (as envisioned

in Durban Platform).

Depends on sources of financ-
ing, particularly for actions
of developing countries.

Cancun Conference of the
Parties (COP) decision; 97
countries made pledges of
emission reduction targets
or actions for 2020.

UNFCCC

Agreements
outside the

G8, G20,
Major
Economies
Forum on
Energy and
Climate (MEF)

G8 and MEF have recom-
mended emission reduction by
all major emitters. G20 may
spur GHG reductions by phas-
ing out of fossil fuel subsidies.

Action by all major emitters
may reduce leakage and
improve cost-effectiveness, if
implemented using flexible
mechanisms. Potential efficiency
gains through subsidy removal.
Too early to assess economic
performance empirically.

Has not mobilized climate
finance. Removing fuel
subsidies would be progressive
but have negative effects

on oil-exporting countries

and on those with very low
incomes unless other help

for the poorest is provided.

Lower participation of countries
than UNFCCC, yet covers 70 %
of global emissions. Opens
possibility for forum-shopping,
based on issue preferences.

Montreal Spurred emission reductions Cost-effectiveness supported Later compliance period for Universal participation.
Protocol on through ODS phaseouts by multi-gas approach. Some phaseouts by developing but the timing of required
Ozone- approximately 5 times the countries used market-based countries. Montreal Protocol actions vary for developed
Depleting magnitude of Kyoto CP1 mechanisms to imple- Fund provided finance to and developing countries
Substances targets. Contribution may ment domestically. developing countries.
(0DS) be negated by high-GWP

substitutes, though efforts to

phase out HFCs are growing.
Voluntary Covers 0.13 billion tCO,eq, but | Credit prices are het- [No literature cited.] Fragmented and non-
Carbon certification remains an issue erogeneous, indicating transparent market.
Market market inefficiencies
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Cooperation

Mode of International

Assessment Criteria

Environmental
Effectiveness

Aggregate Economic
Performance

Distributional Impacts

Institutional Feasibility

Proposed Proposed
Cooperation architectures
[13.13.2]

Strong mul- Tradeoff between ambi- More cost-effectivewith greater | Multilateralism facilitates Depends on number of
tilateralism tion (deep) and par- reliance on market mechanisms. | integrating distributional parties; degree of ambition
ticipation (broad). impacts into negotiations

and may apply equity-based

criteria as outlined in Ch. 4
Harmonized Depends on net aggre- More cost-effectivewith greater | Depends on specific Depends on similarity of
national gate change in ambition reliance on market mechanisms. | national policies national policies; more similar
policies across countries resulting may support harmonization but

from harmonization.

domestic circumstances may
vary. National enforcement.

Decentralized
architectures,
coordinated

Effectiveness depends on
quality of standards and
credits across countries

Often (though not necessarily)
refers to linkage of national
cap-and-trade systems, in

Depends on specific
national policies

Depends on similar-
ity of national policies.
National enforcement.

arrangements for quantitative evaluation.

national which case cost effective.
policies
Effort (burden) sharing Refer to Sections 4.6.2 for discussion of the principles on which effort (burden) sharing arrangements may be based, and Section 6.3.6.6

ing [13.4.2]. Existing and proposed modes of international coopera-
tion are assessed in Table TS.10. [13.13]

The UNFCCC is currently the only international climate policy
venue with broad legitimacy, due in part to its virtually univer-
sal membership (high confidence). The UNFCCC continues to evolve
institutions and systems for governance of climate change. [13.2.2.4,
13.3.1,13.4.1.4,13.5]

Incentives for international cooperation can interact with other
policies (medium confidence). Interactions between proposed and
existing policies, which may be counterproductive, inconsequential, or
beneficial, are difficult to predict, and have been understudied in the
literature [13.2, 13.13, 15.7.4]. The game-theoretic literature on cli-
mate change agreements finds that self-enforcing agreements engage
and maintain participation and compliance. Self-enforcement can be
derived from national benefits due to direct climate benefits, co-bene-
fits of mitigation on other national objectives, technology transfer, and
climate finance. [13.3.2]

Decreasing uncertainty concerning the costs and benefits of
mitigation can reduce the willingness of states to make com-
mitments in forums of international cooperation (medium con-
fidence). In some cases, the reduction of uncertainty concerning the
costs and benefits of mitigation can make international agreements
less effective by creating a disincentive for states to participate [13.3.3,
2.6.4.1]. A second dimension of uncertainty, that concerning whether
the policies states implement will in fact achieve desired outcomes,
can lessen the willingness of states to agree to commitments regard-
ing those outcomes [2.6.3].

International cooperation can stimulate public and private
investment and the adoption of economic incentives and direct

regulations that promote technological innovation (medium con-
fidence). Technology policy can help lower mitigation costs, thereby
increasing incentives for participation and compliance with interna-
tional cooperative efforts, particularly in the long run. Equity issues can
be affected by domestic intellectual property rights regimes, which can
alter the rate of both technology transfer and the development of new
technologies. [13.3, 13.9]

In the absence of—or as a complement to—a binding, interna-
tional agreement on climate change, policy linkages between
and among existing and nascent international, regional,
national, and sub-national climate policies offer potential cli-
mate change mitigation and adaptation benefits (medium confi-
dence). Direct and indirect linkages between and among sub-national,
national, and regional carbon markets are being pursued to improve
market efficiency. Linkage between carbon markets can be stimulated
by competition between and among public and private governance
regimes, accountability measures, and the desire to learn from pol-
icy experiments. Yet integrating climate policies raises a number of
concerns about the performance of a system of linked legal rules and
economic activities. [13.3.1, 13.5.3, 13.13.2.3] Prominent examples
of linkages are among national and regional climate initiatives (e.qg.,
planned linkage between the EU ETS and the Australian Emission
Trading Scheme, international offsets planned for recognition by a
number of jurisdictions), and national and regional climate initiatives
with the Kyoto Protocol (e.g., the EU ETS is linked to international
carbon markets through the project-based Kyoto Mechanisms) [13.6,
13.7, Figure 13.4, 14.4.2].

International trade can promote or discourage international
cooperation on climate change (high confidence). Developing
constructive relationships between international trade and climate
agreements involves considering how existing trade policies and rules
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can be modified to be more climate-friendly; whether border adjust-
ment measures or other trade measures can be effective in meeting
the goals of international climate policy, including participation in and
compliance with climate agreements; or whether the UNFCCC, World
Trade Organization (WTO), a hybrid of the two, or a new institution is
the best forum for a trade-and-climate architecture. [13.8]

The Montreal Protocol, aimed at protecting the stratospheric
ozone layer, achieved reductions in global GHG emissions (very
high confidence). The Montreal Protocol set limits on emissions of
ozone-depleting gases that are also potent GHGs, such as chlorofluo-
rocarbons (CFCs) and hydrochlorofluorocarbons (HCFCs). Substitutes
for those ozone-depleting gases (such as hydrofluorocarbons (HFCs),
which are not ozone-depleting) may also be potent GHGs. Lessons
learned from the Montreal Protocol, for example about the effect of
financial and technological transfers on broadening participation in
an international environmental agreement, could be of value to the
design of future international climate change agreements (see Table
TS.10). [13.3.3,13.3.4, 13.13.1.4]

The Kyoto Protocol was the first binding step toward imple-
menting the principles and goals provided by the UNFCCC, but
it has had limited effects on global GHG emissions because
some countries did not ratify the Protocol, some Parties did not
meet their commitments, and its commitments applied to only a
portion of the global economy (medium evidence, low agreement).
The Parties collectively surpassed their collective emission reduction
target in the first commitment period, but the Protocol credited emis-
sions reductions that would have occurred even in its absence. The
Kyoto Protocol does not directly influence the emissions of non-Annex
| countries, which have grown rapidly over the past decade. [5.2,
13.13.1.1]

The flexible mechanisms under the Protocol have cost-saving
potential, but their environmental effectiveness is less clear
(medium confidence). The CDM, one of the Protocol’s flexible mecha-
nisms, created a market for GHG emissions offsets from developing
countries, generating credits equivalent to nearly 1.4 GtCO,eq as of
October 2013. The CDM’s environmental effectiveness has been mixed
due to concerns about the limited additionality of projects, the valid-
ity of baselines, the possibility of emissions leakage, and recent credit
price decreases. Its distributional impact has been unequal due to the
concentration of projects in a limited number of countries. The Proto-
col’s other flexible mechanisms, Joint Implementation (JI) and Inter-
national Emissions Trading (IET), have been undertaken both by gov-
ernments and private market participants, but have raised concerns
related to government sales of emission units. (Table TS.10) [13.7.2,
13.13.1.2,14.3.7.1]

Recent UNFCCC negotiations have sought to include more ambi-
tious contributions from the countries with commitments under
the Kyoto Protocol, mitigation contributions from a broader
set of countries, and new finance and technology mechanisms.
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Under the 2010 Canciin Agreement, developed countries formalized
voluntary pledges of quantified, economy-wide GHG emission reduc-
tion targets and some developing countries formalized voluntary
pledges to mitigation actions. The distributional impact of the agree-
ment will depend in part on the magnitude and sources of financ-
ing, although the scientific literature on this point is limited, because
financing mechanisms are evolving more rapidly than respective scien-
tific assessments (limited evidence, low agreement). Under the 2011
Durban Platform for Enhanced Action, delegates agreed to craft a
future legal regime that would be ‘applicable to all Parties [...] under
the Convention’ and would include substantial new financial support
and technology arrangements to benefit developing countries, but the
delegates did not specify means for achieving those ends. [13.5.1.1,
13.13.1.3,16.2.1]

TS.4.5 Investment and finance

A transformation to a low-carbon economy implies new pat-
terns of investment. A limited number of studies have examined
the investment needs for different mitigation scenarios. Information
is largely limited to energy use with global total annual investment
in the energy sector at about 1200 billion USD. Mitigation scenarios
that reach atmospheric CO,eq concentrations in the range from 430 to
530 ppm CO,eq by 2100 (without overshoot) show substantial shifts
in annual investment flows during the period 2010-2029 if compared
to baseline scenarios (Figure TS.39): annual investment in the exist-
ing technologies associated with the energy supply sector (e.g., con-
ventional fossil fuelled power plants and fossil fuel extraction) would
decline by 30 (2 to 166) billion USD per year (median: —20 % compared
to 2010) (/imited evidence, medium agreement). Investment in low-
emissions generation technologies (renewables, nuclear, and power
plants with CCS) would increase by 147 (31 to 360) billion USD per year
(median: +100 % compared to 2010) during the same period (/imited
evidence, medium agreement) in combination with an increase by 336
(1 to 641) billion USD in energy efficiency investments in the building,
transport and industry sectors (limited evidence, medium agreement).
Higher energy efficiency and the shift to low-emission generation tech-
nologies contribute to a reduction in the demand for fossil fuels, thus
causing a decline in investment in fossil fuel extraction, transformation
and transportation. Scenarios suggest that average annual reduction
of investment in fossil fuel extraction in 2010-2029 would be 116 (-8
to 369) billion USD (/imited evidence, medium agreement). Such spill-
over effects could yield adverse effects on the revenues of countries
that export fossil fuels. Mitigation scenarios also reduce deforestation
against current deforestation trends by 50 % reduction with an invest-
ment of 21 to 35 billion USD per year (low confidence). [16.2.2]

Estimates of total climate finance range from 343 to 385 billion
USD per year between 2010 and 2012 (medium confidence). The
range is based on 2010, 2011, and 2012 data. Climate finance was
almost evenly invested in developed and developing countries. Around
95 % of the total was invested in mitigation (medium confidence). The



figures reflect the total financial flow for the underlying investments,
not the incremental investment, i.e., the portion attributed to the miti-
gation/adaptation cost increment (see Box TS.14). In general, quantita-
tive data on climate finance are limited, relate to different concepts,
and are incomplete. [16.2.1.1]

Depending on definitions and approaches, climate finance flows
to developing countries are estimated to range from 39 to 120
billion USD per year during the period 2009 to 2012 (medium
confidence). The range covers public and private flows for mitiga-
tion and adaptation. Public climate finance was 35 to 49 billion USD
(2011/2012 USD) (medium confidence). Most public climate finance
provided to developing countries flows through bilateral and multilat-
eral institutions usually as concessional loans and grants. Under the
UNFCCC, climate finance is funding provided to developing countries
by Annex Il Parties and averaged nearly 10 billion USD per year from
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2005 to 2010 (medium confidence). Between 2010 and 2012, the fast
start finance’ provided by some developed countries amounted to over
10 billion USD per year (medium confidence). Estimates of interna-
tional private climate finance flowing to developing countries range
from 10 to 72 billion USD (2009/2010 USD) per year, including foreign
direct investment as equity and loans in the range of 10 to 37 billion
USD (2010 USD and 2008 USD) per year over the period of 2008—2011
(medium confidence). Figure TS.40 provides an overview of climate
finance, outlining sources and managers of capital, financial instru-
ments, project owners, and projects. [16.2.1.1]

Within appropriate enabling environments, the private sec-
tor, along with the public sector, can play an important role in
financing mitigation. The private sector contribution to total climate
finance is estimated at an average of 267 billion USD (74 %) per year in
the period 2010 to 2011 and at 224 billion USD (62 %) per year in the
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Figure TS.39| Change of average annual investment flows in mitigation scenarios (2010—2029). Investment changes are calculated by a limited number of model studies and
model comparisons for mitigation scenarios that reach concentrations within the range of 430—-530 ppm CO,eq by 2100 compared to respective average baseline investments. The
vertical bars indicate the range between minimum and maximum estimate of investment changes; the horizontal bar indicates the median of model results. Proximity to this median
value does not imply higher likelihood because of the different degree of aggregation of model results, low number of studies available and different assumptions in the different
studies considered. The numbers in the bottom row show the total number of studies assessed. [Figure 16.3]
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Figure TS.40| Types of climate finance flows. ‘Capital" includes all relevant financial flows. The size of the boxes is not related to the magnitude of the financial flow. [Figure 16.1]

Box TS.14 | There are no agreed definitions of ‘climate investment” and ‘climate finance’

"Total climate finance" includes all financial flows whose expected
effect is to reduce net GHG emissions and/or to enhance resilience
to the impacts of climate variability and the projected climate
change. This covers private and public funds, domestic and inter-
national flows, expenditures for mitigation and adaptation, and
adaptation to current climate variability as well as future climate
change. It covers the full value of the financial flow rather than
the share associated with the climate change benefit. The share
associated with the climate change benefit is the incremental cost.
The ‘total climate finance flowing to developing countries’ is the
amount of the total climate finance invested in developing coun-
tries that comes from developed countries. This covers private and
public funds for mitigation and adaptation. ‘Public climate finance
provided to developing countries’ is the finance provided by devel-
oped countries” governments and bilateral institutions as well as
multilateral institutions for mitigation and adaptation activities in
developing countries. 'Private climate finance flowing to develop-
ing countries’ is finance and investment by private actors in/from
developed countries for mitigation and adaptation activities in
developing countries. Under the UNFCCC, climate finance is not
well-defined. Annex Il Parties provide and mobilize funding for
climate-related activities in developing countries.
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The ‘incremental investment' is the extra capital required for the
initial investment for a mitigation or adaptation project in compar-
ison to a reference project. Incremental investment for mitigation
and adaptation projects is not regularly estimated and reported,
but estimates are available from models. The ‘incremental cost'
reflects the cost of capital of the incremental investment and the
change of operating and maintenance costs for a mitigation or
adaptation project in comparison to a reference project. It can be
calculated as the difference of the net present values of the two
projects. Many mitigation measures have higher investment costs
and lower operating and maintenance costs than the measures
displaced so incremental cost tends to be lower than the incre-
mental investment. Values depend on the incremental investment
as well as projected operating costs, including fossil fuel prices,
and the discount rate. The ‘macroeconomic cost of mitigation pol-
icy' is the reduction of aggregate consumption or GDP induced
by the reallocation of investments and expenditures induced by
climate policy (see Box TS.9). These costs do not account for the
benefit of reducing anthropogenic climate change and should
thus be assessed against the economic benefit of avoided climate
change impacts. [16.1]



period 2011 to 2012 (limited evidence, medium agreement) [16.2.1]. In
a range of countries, a large share of private sector climate investment
relies on low-interest and long-term loans as well as risk guarantees
provided by public sector institutions to cover the incremental costs
and risks of many mitigation investments. The quality of a country's
enabling environment—including the effectiveness of its institutions,
regulations and guidelines regarding the private sector, security of
property rights, credibility of policies, and other factors—has a sub-
stantial impact on whether private firms invest in new technologies
and infrastructure [16.3]. By the end of 2012, the 20 largest emitting
developed and developing countries with lower risk country grades
for private sector investments produced 70 % of global energy related
CO, emissions (low confidence). This makes them attractive for inter-
national private sector investment in low-carbon technologies. In many
other countries, including most least-developed countries, low-carbon
investment will often have to rely mainly on domestic sources or inter-
national public finance. [16.4.2]

Technical Summary

A main barrier to the deployment of low-carbon technologies
is a low risk-adjusted rate of return on investment vis-a-vis
high-carbon alternatives (high confidence). Public policies and
support instruments can address this either by altering the aver-
age rates of return for different investment options, or by creating
mechanisms to lessen the risks that private investors face [15.12,
16.3]. Carbon pricing mechanisms (carbon taxes, cap-and-trade sys-
tems), as well as renewable energy premiums, FITs, RPSs, investment
grants, soft loans and credit insurance can move risk-return profiles
into the required direction [16.4]. For some instruments, the pres-
ence of substantial uncertainty about their future levels (e.g., the
future size of a carbon tax relative to differences in investment and
operating costs) can lead to a lessening of the effectiveness and/or
efficiency of the instrument. Instruments that create a fixed or
immediate incentive to invest in low-emission technologies, such as
investment grants, soft loans, or FITs, do not appear to suffer from
this problem. [2.6.5]
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Chapter 1
Executive Summary

Since the first Intergovernmental Panel on Climate Change (IPCC)
assessment report (FAR) (IPCC, 1990a), the quantity and depth of sci-
entific research on climate change mitigation has grown enormously.
In tandem with scholarship on this issue, the last two decades have
seen relatively active efforts around the world to design and adopt
policies that control (‘mitigate’) the emissions of pollutants that affect
the climate. The effects of those emissions are felt globally; mitigation
thus involves managing the global commons and requires a measure
of international coordination among nations. But the actual policies
that lead to mitigation arise at the local and national levels as well
as internationally. Those policies have included, among others, market-
based approaches such as emission trading systems along with regula-
tion and voluntary initiatives; they encompass many diverse economic
development strategies that countries have adopted with the goal of
promoting human welfare and jobs while also achieving other goals
such as mitigating emissions of climate pollutants. These policies also
include other efforts to address market failures, such as public invest-
ments in research and development (R&D) needed to increase the pub-
lic good of knowledge about new less emission-intensive technologies
and practices. International diplomacy—Ileading to agreements such
as the United Nations Framework Convention on Climate Change
(UNFCCC) and the Kyoto Protocol as well as various complementary
initiatives such as the commitments pledged at the Copenhagen and
Cancun Conferences of the Parties—has played a substantial role in
focusing attention on mitigation of greenhouse gases (GHGs).

The field of scientific research in this area has evolved in parallel with
actual policy experience allowing, in theory, insights from each domain
to inform the other. Since the 4th assessment report (AR4) of IPCC
(2007a; b) there have been numerous important developments in both
the science and practical policy experience related to mitigation. There
is growing insight into how climate change mitigation policies inter-
act with other important social goals from the local to the national
and international levels. There is also growing practical experience
and scholarly research concerning a wide array of policy instruments.
Scholars have developed much more sophisticated information on how
public opinion influences the design and stringency of climate change
mitigation policies.

Meanwhile, events in the world have had a large impact on how scien-
tific researchers have seen the scale of the mitigation challenge and its
practical policy outcomes. For example, a worldwide economic reces-
sion beginning around 2008 has affected patterns of emissions and
investment in the world economy and in many countries has affected
political priorities on matters related to climate change mitigation.

The present chapter identifies six conclusions. Where appropriate, we
indicate not only the major findings but also our confidence in the
finding and the level of supporting evidence. (For an overview of the
language on agreement and confidence see Mastrandrea et al. (2011).
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First, since AR4, annual global GHG emissions have continued
to grow and reached 49.5 billion tonnes (giga tonnes or Gt) of
carbon dioxide equivalents (CO,eq) in the year 2010, higher
than any level prior to that date, with an uncertainty estimate
at £10% for the 90% confidence interval. On a per-capita basis,
emissions from industrialized countries that are listed in Annex | of the
UNFCCC are on average 2.5 times of those from developing countries.
However, since AR4, total emissions from countries not listed in Annex |
have overtaken total emissions from the Annex | industrialized coun-
tries (see glossary for Annex | countries). Treating the 27 members of
the EU as a single country, about ten large countries—from the indus-
trialized and developing worlds—account for 70 % of world emissions.
(robust evidence, high agreement) [Section 1.3]. The dominant driving
forces for anthropogenic emissions include population, the structure
of the economy, income and income distribution, policy, patterns of
consumption, investment decisions, individual and societal behaviour,
the state of technology, availability of energy resources, and land-use
change. In nearly all countries it is very likely that the main short-term
driver of changes in the level of emissions is the overall state of the
economy. In some countries there is also a significant role for climate
policies focused on controlling emissions. (medium evidence, medium
agreement) [1.3]

Second, national governments are addressing climate change in
the context of other national priorities, such as energy security
and alleviation of poverty. In nearly all countries the most impor-
tant driving forces for climate policy are not solely the concern about
climate change. (medium evidence, medium agreement) [1.2 and 1.4].
Studies on policy implementation show that improvements to cli-
mate policy programs need to engage these broader national priori-
ties. Despite the variety of existing policy efforts and the existence of
the UNFCCC and the Kyoto Protocol, GHG emissions have grown at
about twice the rate in the recent decade (2000-2010) than any other
decade since 1970. (robust evidence, high agreement) [1.3.1]

Third, the current trajectory of global annual and cumulative
emissions of GHGs is inconsistent with widely discussed goals
of limiting global warming at 1.5 to 2 degrees Celsius above
the pre-industrial level (medium evidence, medium agreement).
[1.2.1.6 and 1.3.3] The ability to link research on mitigation of emis-
sions to actual climate outcomes, such as average temperature, has
not substantially changed since AR4 due to a large number of uncer-
tainties in scientific understanding of the physical sensitivity of the
climate to the build-up of GHGs discussed in Working Group | of the
IPCC (WGI). Those physical uncertainties are multiplied by the many
socioeconomic uncertainties that affect how societies would respond
to emission control policies (low evidence, high agreement). Acknowl-
edging these uncertainties, mitigating emissions along a pathway that
would be cost-effective and consistent with likely avoiding warming
of more than 2 degrees implies that nearly all governments promptly
engage in international cooperation, adopt stringent national and
international emission control policies, and deploy rapidly a wide array
of low- and zero-emission technologies. Modelling studies that adopt
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assumptions that are less ideal—for example, with international coop-
eration that emerges slowly or only restricted availability of some tech-
nologies—show that achieving this 2 degree goal is much more costly
and requires deployments of technology that are substantially more
aggressive than the least-cost strategies (robust evidence, medium
agreement) [1.3.3]. The assumptions needed to have a likely chance of
limiting warming to 2 degrees are very difficult to satisfy in real world
conditions (medium evidence; low agreement). The tenor of modelling
research since AR4 suggests that the goal of stabilizing warming at 1.5
degrees Celsius is so challenging to achieve that relatively few model-
ling studies have even examined it in requisite detail (fow evidence,
medium agreement) [1.3.3].

Fourth, deep cuts in emissions will require a diverse portfolio
of policies, institutions, and technologies as well as changes in
human behaviour and consumption patterns (high evidence; high
agreement). There are many different development trajectories capable
of substantially mitigating emissions; the ability to meet those trajec-
tories will be constrained if particular technologies are removed from
consideration. It is virtually certain that the most appropriate policies
will vary by sector and country, suggesting the need for flexibility
rather than a singular set of policy tools. In most countries the actors
that are relevant to controlling emissions aren’t just national govern-
ments. Many diverse actors participate in climate policy from the local
to the global levels—including a wide array of nongovernmental orga-
nizations representing different environmental, social, business and
other interests. (robust evidence, medium agreement) [1.4]

Fifth, policies to mitigate emissions are extremely complex and
arise in the context of many different forms of uncertainty.
While there has been much public attention to uncertainties in the
underlying science of climate change—a topic addressed in detail in
the WGI and Il reports—profound uncertainties arise in the socioeco-
nomic factors addressed here in WGIII. Those uncertainties include the
development and deployment of technologies, prices for major primary
energy sources, average rates of economic growth and the distribu-
tion of benefits and costs within societies, emission patterns, and a
wide array of institutional factors such as whether and how countries
cooperate effectively at the international level. In general, these uncer-
tainties and complexities multiply those already identified in climate
science by WGI and WGII. The pervasive complexities and uncertainties
suggest that there is a need to emphasize policy strategies that are
robust over many criteria, adaptive to new information, and able to
respond to unexpected events. (medium evidence, medium agreement)
[1.2].

Sixth, there are many important knowledge gaps that additional
research could address. This report points to at least two of
them. First is that the scholarship has developed increasingly sophisti-
cated techniques for assessing risks, but so far those risk management
techniques have not spread into widespread use in actual mitigation
strategies. Risk management requires drawing attention to the interac-
tions between mitigation and other kinds of policy responses such as
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adaptation to climate change; they require more sophisticated under-
standing of how humans perceive risk and respond to different kinds
of risks. And such strategies require preparing for possible extreme
climate risks that may implicate the use of geoengineering technolo-
gies as a last resort in response to climate emergencies (/imited evi-
dence, low agreement). Second, the community of analysts studying
mitigation has just begun the process of examining how mitigation
costs and feasibility are affected by ‘real world" assumptions such as
possible limited availability of certain technologies. Improving this line
of research could radically improve the utility of studies on mitigation
and will require integration of insights from a wide array of social sci-
ence disciplines, including economics, psychology, political science,
sociology and others.

1.1 Introduction

Working Group lll (WGIII) of the Intergovernmental Panel on Cli-
mate Change (IPCC) is charged with assessing scientific research
related to the mitigation of climate change. ‘Mitigation’ is the effort
to control the human sources of climate change and their cumula-
tive impacts, notably the emission of greenhouse gases (GHGs) and
other pollutants, such as black carbon particles, that also affect the
planet’s energy balance. Mitigation also includes efforts to enhance
the processes that remove GHGs from the atmosphere, known as
sinks (see glossary (Annex 1) for definition). Because mitigation low-
ers the anticipated effects of climate change as well as the risks of
extreme impacts, it is part of a broader policy strategy that includes
adaptation to climate impacts—a topic addressed in more detail in
WAGIL. There is a special role for international cooperation on mitiga-
tion policies because most GHGs have long atmospheric lifetimes
and mix throughout the global atmosphere. The effects of mitigation
policies on economic growth, innovation, and spread of technologies
and other important social goals also implicate international concern
because nations are increasingly inter-linked through global trade and
economic competition. The economic effects of action by one nation
depend, in part, on the action of others as well. Yet, while climate
change is fundamentally a global issue, the institutions needed for
mitigation exist at many different domains of government, including
the local and national level.

This chapter introduces the major issues that arise in mitigation policy
and also frames the rest of the WGIIl Contribution to the AR5. First
we focus on the main messages since the publication of AR4 in 2007
(Section 1.2). Then we look at the historical and future trends in emis-
sions and driving forces, noting that the scale of the mitigation chal-
lenge has grown enormously since 2007 due to rapid growth of the
world economy and the continued lack of much overt effort to con-
trol emissions. This trend raises questions about the viability of widely
discussed goals such as limiting climate warming to 2 degrees Cel-
sius since the pre-industrial period (Section 1.3). Then we look at the



Chapter 1

conceptual issues—such as sustainable development, green growth,
and risk management—that frame the mitigation challenge and how
those concepts are used in practice (Section 1.4). Finally, we offer a
roadmap for the rest of the volume (Section 1.5).

1.2 Main messages and

changes from previous
assessment

Since AR4, there have been many developments in the world economy,
emissions, and policies related to climate change. Here we review six
of the most consequential trends and then examine their implications
for this Fifth Assessment Report by the IPCC (AR5).

1.2.1 Sustainable development

Since AR4 there has been a substantial increase in awareness of how
climate change interacts with the goal of sustainable development
(see Chapter 4 in this volume and WGII Chapter 20). While there is
no single widely accepted definition of sustainable development, the
concept implies integrating economic growth with other goals such
as eradication of poverty, environmental protection, job creation,
security, and justice (World Commission on Environment and Devel-
opment, 1987; UNDP, 2009; ADB et al., 2012; OECD, 2012; ILO, 2012;
United Nations, 2012). Countries differ enormously in which of these
elements they emphasize, and for decades even when policymakers
and scientific analysts have all embraced the concept of sustainable
development they have implied many different particular goals. Since
AR4, new concepts have emerged that are consistent with this broader
paradigm, such as ‘green growth’ and ‘green economy'—concepts
that also reflect the reality that policy is designed to maximize multiple
objectives. The practical implications of sustainable development are
defined by societies themselves. In many respects, this multi-faceted
understanding of sustainable development is not new as it reflects
the effort in the social sciences over the last century to develop tech-
niques for measuring and responding to the many positive and nega-
tive externalities that arise as economies evolve—concepts discussed
in more detail in Chapter 3 of this volume.

New developments since AR4 have been the emergence of quantita-
tive modelling frameworks that explore the synergies and tradeoffs
between the different components of sustainable development includ-
ing climate change (e.g., McCollum et al., 2011; Riahi et al., 2012;
Howells et al., 2013).

Scientific research has examined at least three major implications of
sustainable development for the mitigation of emissions. First, since
AR4 there have been an exceptionally large number of studies that
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have focused on how policies contribute to particular elements of sus-
tainable development. Examples include:

e The ways that biofuel programs have an impact on poverty allevia-
tion, employment, air quality, rural development, and energy/ food
security (see 11.13), such as in Brazil (La Rovere et al., 2011) and
the United States (Leiby and Rubin, 2013).

* The socioeconomic implications of climate and energy policies in
the EU (Bohringer and Keller, 2013; Boussena and Locatelli, 2013).

e The impacts of Chinese energy efficiency targets on the country’s
emissions of warming gases (Hu and Rodriguez Monroy, 2012;
Paltsev et al., 2012) and the evolution of energy technologies (Xie,
2009; Zhang, 2010; Guo, 2011; Ye, 2011; IEA, 2013).

e The government of India's Jawaharlal Nehru National Solar Mis-
sion (JNNSM) that utilizes a wide array of policies with the goal of
making solar power competitive with conventional grid power by
2022 (Government of India, 2009).

e The Kyoto Protocol’s Clean Development Mechanism (CDM), which
was explicitly designed to encourage investment in projects that
mitigate GHG emissions while also advancing sustainable develop-
ment (UNFCCC, 2012d; Wang et al., 2013). Since AR4, researchers
have examined the extent to which the CDM has actually yielded
such dividends for job creation, rural development, and other ele-
ments of sustainable development (Rogger et al., 2011; Subbarao
and Lloyd, 2011).

Chapters in this report that cover the major economic sectors (Chapters
7-11) as well as spatial development (Chapter 12) examine such poli-
cies. The sheer number of policies relevant to mitigation has made it
impractical to develop a complete inventory of such policies let alone a
complete systematic evaluation of their impacts. Since AR4, real world
experimentation with policies has evolved more rapidly than careful
scholarship can evaluate the design and impact of such policies.

A second consequence of new research on sustainable development
has been closer examination of the interaction between different pol-
icy instruments. Since the concept of sustainable development implies
a multiplicity of goals and governments aim to advance those goals
with a multiplicity of policies, the interactions between policy interven-
tions can have a large impact on the extent to which goals are actu-
ally achieved. Those interactions can also affect how policy is designed,
implemented, and evaluated—a matter that is examined in several
places in this report (Chapters 3—4, 14—15).

For example, the European Union (EU) has implemented an Emission
Trading Scheme (ETS) that covers about half of the EU’s emissions,
along with an array of other policy instruments. Since AR4 the EU has
expanded the ETS to cover aviation within the EU territory. Some other
EU policies cover the same sectors that are included in the ETS (e.g.,
the deployment of renewable energy supplies) as well as sectors that
are outside the ETS (e.g., energy efficiency requlations that affect build-
ings or agricultural policies aimed at promoting carbon sinks). Many of
these policies adopted in tandem with the ETS are motivated by policy
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goals, such as energy security or rural economic development, beyond
just concern about climate change. Even as the price of emission credits
under the ETS declined since AR4—implying that the ETS itself was
having a less binding impact on emissions—the many other mitiga-
tion-related policies have remained in place (Chapters 14 and 15).

Such interactions make it impossible to evaluate individual policies in
isolation from other policies that have overlapping effects. It has also
given rise to a literature that has grown substantially since AR4 that
explores how policies and measures adopted for one purpose might
have the ‘co-benefit’ of advancing other goals as well. Most of that
literature has looked at non-monetary co-benefits (see Sections 5.7,
7.9, 8.7, 9.7, 10.8, 11.7, 11.A.6)—for example, an energy efficiency
policy adopted principally with the goal of advancing energy security
might also lead to lower emissions of GHGs or other pollutants. The
concept of co-benefits, however, has also raised many challenges for
economic evaluation of policies, and since AR4 there have been sub-
stantial efforts to clarify how the interactions between policies influ-
ence economic welfare. Such research has underscored that while the
concept of ‘co-benefits’ is widely used to create the impression that
policies adopted for one goal yield costless improvements in other
goals, the interactions can also yield adverse side-effects (see Sections
3.6.3,4.2 and 6.6).

Third, the continued interest in how climate change mitigation inter-
acts with goals of sustainable development has also led to challeng-
ing new perspectives on how most countries mobilize the political,
financial, and administrative resources needed to mitigate emissions.
More than two decades ago when the topic of climate change was first
extensively debated by policymakers around the world, most scholar-
ship treated GHG emissions as an externality that would require new
policies designed explicitly with the goal of controlling emissions. Con-
cerns about climate change would lead to policy outcomes tailored for
the purpose of mitigation, and those outcomes would interact with the
many other goals of sustainable development. Since AR4 policy experi-
ence and scholarship have focused on a different perspective—that
for most countries a substantial portion of ‘climate policy’ would
emerge as a derivative of other policies aimed at the many facets of
sustainable development. A range of policy interventions were identi-
fied in theory to enable integration and optimization of climate change
policies with other priorities such as land use planning and protection
of water resources (Muller, 2012; Pittock et al., 2013; Dulal and Akbar,
2013). Similarly, many of the policies that would reduce emissions of
GHGs could also have large beneficial effects on public health (Gan-
ten et al., 2010; Li and Crawford-Brown, 2011; Groosman et al., 2011;
Haines, 2012) (see Sections 6.6, 7.9.2 and WGII 11.9).

These new perspectives on the interactions between climate change
and sustainable development policies have led to a more realistic view
of how most governments are addressing the challenges of mitigation.
However, since AR4 it has also become clear that the totality of the
global effort remains inconsistent with widely discussed goals for pro-
tecting the climate, such as limiting warming to 1.5 or 2 degrees Cel-
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sius. Despite the slowing down of emissions growth rate in the wake
of the global financial crisis, annual volume of total emissions from
emerging countries has been surging from the new century (see Sec-
tion 1.3 for more details). And the mitigation progress in the devel-
oped world is slower than expectation, especially when carbon emis-
sions embodied in trade is considered (Steinberger et al., 2012; Aichele
and Felbermayr, 2012). Moreover, per capita energy consumption and
emissions of some developing countries remain far lower than that of
developed countries, suggesting that per capita emissions will rise as
economies converge (Olivier et al.,, 2012).

1.2.2 The world macroeconomic situation
Shortly after the publication of AR4 in 2007, the world encountered a
severe and deep financial crisis (Sornette and Woodard, 2010). The cri-
sis, which spread rapidly in the second half of 2008, destabilized many
of the largest financial institutions in the United States, Europe, and
Japan, and shocked public confidence in the global financial system.
The crisis also wiped out an estimated USD 25 trillion in value from the
world’s publicly traded companies, with particularly severe effects on
banks (Naudé, 2009; IMF, 2009). The effects of the crisis are evident in
economic growth—shown in Figure 1.1. The year 2009 witnessed the
first contraction in global GDP since the Second World War (Garrett,
2010). International trade of goods and services had grown rapidly
since the turn of the millennium—from 18 % of world GDP in 2000 to
28% in 2008 (WTO, 2011). The crises caused global trade to drop to
22 % in 2009 before rebounding to 25% in 2010. The effects of the
recent economic crisis have been concentrated in the advanced indus-
trialized countries (te Velde, 2008; Lin, 2008; ADB, 2009, 2010). While
this particular crisis has been large, studies have shown that these
events often recur, suggesting that there is pervasive over-confidence
that policy and investment strategies can eliminate such cyclic behav-
jour (Reinhart and Rogoff, 2011).

Figure 1.1 reveals that countries were affected by the global economic
crisis in different ways. The recessions were generally most severe
in the advanced industrialized countries, but the contagion of reces-
sions centred on the high income countries has spread, especially to
countries with small, open, and export-oriented economies—in large
part due to the decline in exports, commodity prices, and associated
revenues. The crisis has also affected foreign direct investment (FDI)
and official development assistance (ODA) (IMF, 2009, 2011) with
few exceptions such as in the area of climate change where ODA for
climate mitigation and adaptation increased substantially until 2010
before a decline in 2011 (OECD, 2013). The crisis also had substantial
effects on unemployment across most of the major economies and on
public budgets. The slow recovery and deceleration of import demand
from key advanced economies continued to contribute to the notice-
able slowdown in the emerging market and developing economies
during 2012 (IMF, 2013). As well, some of the major emerging market
economies suffered from the end of their national investment booms
(IMF, 2013).
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Figure 1.1 | Annual real growth rates of GDP by decade (left panel) and since 2000 (right panel) for four groups of countries as defined by the World Bank (World Bank, 2013):
high-income, mature industrialized countries (HIC), upper-middle-income countries (UMC), lower-middle-income (LMC), and low-income countries (LIC) and globally. The category
of 49 least developed countries (LDCs) as defined according to the United Nations (United Nations, 2013b) overlaps heavily with the 36 countries that the World Bank classifies as
"low-income’. Estimates weighted by economic size and variations to one standard deviation are shown. Growth rates weighted by size of the economy; whiskers on the decadal
averages (left panel) show variation to one standard deviation within each category and decade. Sources: MER converted real growth rates from World Bank (2013) and IMF

(2013b).

The continued growth of developing economies, albeit at a slower
pace than before the crisis, helps to explain why global commodity
prices, such as for oil and metals, have quickly rebounded (see Fig-
ure 1.2). Another factor that helps explain continued high prices for
some commodities are reductions in supply in response to weakening
demand. Among the many implications of high and volatile commod-
ity prices are continued concerns about the availability and security
of energy and food supply, especially in the least-developed countries.
Those concerns have also reshaped, to some degree, how problems
such as global climate change are viewed in many countries and soci-
eties. Where climate change mitigation has linked to these broader
economic and energy security concerns it has proven politically easier
to mobilize action; where they are seen in conflict the other economic
and security priorities have often dominated (Chandler et al. 2002; IEA
2007; ADB 2009).

The implications of these macroeconomic patterns are many, but at
least five are germane to the challenges of climate change mitigation:

e First, the momentum in global economic growth has shifted to
the emerging economies—a pattern that was already evident in

the 2000s before the crisis hit. Although accelerated by the recent
financial crisis, this shift in production, investment, and technol-
ogy to emerging economies is a phenomenon that is consistent
with the expectation that in a globalized world economy capital
resources will shift to emerging economies if they can be used with
greater marginal productivity commensurate with associated risks
(Zhu, 2011). With that shift has been a shift in the growth of green-
house gas emissions to these emerging economies as well.

Second, much of this shift has arisen in the context of globaliza-
tion in investment and trade, leading to higher emissions that are
‘embodied’ in traded goods and services, suggesting the need
for additional or complementary accounting systems that reflect
the ultimate consumption of manufacturing goods that cause
emissions rather than just the territorial place where emissions
occurred during manufacturing (Houser et al., 2008; Davis and Cal-
deira, 2010; Peters et al., 2011, 2012a) (see also Chapter 5).

Third, economic troubles affect political priorities. As a general rule,

hard economic times tend to focus public opinion on policies that
yield immediate economic benefits that are realized close to home
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Figure 1.2 | Price indices for four major baskets of commodities: agricultural raw materials, food, crude oil, and metals. Source: IMF (2013a).

(Kahler and Lake, 2013). Long-term goals, such as global climate
protection, suffer unless they are framed to resonate with these
other, immediate goals. Chapter 2 of this volume looks in more
detail at the wider array of factors that affect how humans per-
ceive and manage risks that are spread out over long time hori-
zons.

e Fourth, economic slowdown may also reduce the rate of techno-
logical progress that contributes to addressing climate change,
such as in energy efficiency (Bowen et al.,, 2009), but for alterna-
tive views, see (Peters et al., 2012b). The crisis also has acceler-
ated shifts in the global landscape for innovation (Gnamus, 2009).
The largest emerging economies have all built effective systems
for innovation and deployment of new technologies—including
low emission technologies. Thus ‘technology transfer’ now includes
‘South-South’ although a central role remains for ‘North-South’ dif-
fusion of technologies as part of a global effort to mitigate emis-
sions (see also Chapters 5 and 16).

e Fifth, commodity prices remain high and volatile despite sluggish
economic growth in major parts of the world economy. High costs
for food have amplified concerns about competition between food
production and efforts to mitigate emissions, notably through the
growing of bioenergy crops (see 11.13). High prices for fossil fuels
along with steel and other commodities affect the cost of building
and operating different energy systems, which could in turn affect
mitigation since many of the options for cutting emissions (e.g.,
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power plants with carbon capture and storage technology) are rel-
atively intensive users of steel and concrete. Relatively expensive
energy will, as well, encourage conservation and efficiency. Since
AR4 there have been substantial changes in the availability, cost,
and performance of energy systems—a topic to which we now
turn.

1.2.3 The availability, cost and performance

of energy systems

The purpose of energy systems—from resource extraction to refin-
ing and other forms of conversion, to distribution of energy services
for final consumption—is to provide affordable energy services that
can catalyze economic and social development. The choice of energy
systems depends on a wide array of investment and operating costs,
the relative performance of different systems, infrastructures, and life-
styles. These choices are affected by many factors, such as access to
information, status, access to technology, culture, price, and perfor-
mance (Garnaut, 2011). The assessment of different energy options
depends critically on how externalities, such as pollution, are included
in the calculations.

Following a decade of price stability at low levels, since 2004 energy
prices have been high and volatile (see Figure 1.2). Those prices have
gone hand-in-hand with substantial geopolitical consequences that
have included a growing number of oil importing countries focusing on
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policies surrounding energy security (e.g., Yergin, 2011). Some analysts
interpret these high prices as a sign of imminent ‘peak production’ of
exhaustible resources with subsequent steady decline, while others
have argued that the global fossil and fissile resource endowment is
plentiful (Rogner, 2012). Concerns about the scarcity of resources have
traditionally focused on oil (Aleklett et al., 2010), but more recently the
notions of peak coal (Heinberg and Fridley, 2010), peak gas, and peak
uranium (EWG, 2006) have also entered the debate (see 7.4).

Sustained high prices have encouraged a series of technological inno-
vations that have created the possibility of large new supplies from
unconventional resources (e.g., oil sands, shale oil, extra-heavy oil,
deep gas, coal bed methane (CBM), shale gas, gas hydrates). By some
estimates, these unconventional oil and gas sources have pushed the
‘peak’ out to the second half of the 21st century (GEA, 2012), and they
are a reminder that ‘peak’ is not a static concept. These unconventional
sources have raised a number of important questions and challenges,
such as their high capital intensity, high energy intensity (and cost),
large demands on other resources such as water for production and
other potential environmental consequences. Consequently, there are
many contrasting viewpoints about the future of these unconventional
resources (e.g., Hirsch et al., 2006; Smil, 2011; IEA, 2012a; Jordaan,
2012; Rogner et al., 2012).

The importance of these new resources is underscored by the rapid
rise of unconventional shale gas supplies in North America—a tech-
nology that had barely any impact on gas supplies at the time that
the AR4 was being finalized in 2006, but that by 2010 accounted for
one-fifth of North American gas supply with exploratory drilling else-
where in the world now under way. This potential for large new gas
supplies—not only from shale gas but also coal-bed methane, deep
gas, and other sources—could lower emissions where gas competes
with coal if gas losses and additional energy requirements for the frac-
turing process can be kept relatively small. (A modern gas-fired power
plant emits about half the CO, per unit of electricity than a compara-
ble coal-fired unit.) In the United States, 49 % of net electricity genera-
tion came from coal in 2006; by 2011 that share had declined to 43 %
and by 2012 that share had declined to 37 % and could decline further
as traditional coal plants face new environmental regulations as well
as the competition from inexpensive natural gas (EIA, 2013a; b; d).
Worldwide, however, most baseline projections still envision robust
growth in the utilization of coal, which already is one of the fastest
growing fuels with total consumption rising 50 % between 2000 and
2010 (IEA, 2011a). The future of coal hinges, in particular, on large
emerging economies such as China and India as well as the diffu-
sion of technologies that allow coal combustion with lower emissions
(GEA, 2012).

An option of particular interest for mitigating emissions is carbon diox-
ide capture and storage (CCS), which would allow for the utilization of
coal while cutting emissions. Without CCS or some other advanced coal
combustion system, coal is the most emission intensive of all the major
fossil fuels yet, as we discuss below, consumption of coal is expanding
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rapidly. Thus, since AR4, CCS has figured prominently in many stud-
ies that look at the potential for large cuts in global emissions (IEA,
2010a, 2011b; GEA, 2012). However, CCS still has not attracted much
tangible investment. By mid-2012 there were eight large-scale projects
in operation globally and a further eight under construction. The total
CO, emissions avoided by all 16 projects in operation or under con-
struction will be about 36 million tonnes a year by 2015, which is less
than 0.1 % of total expected world emissions that year (Global CCS
Institute, 2012). CCS is much discussed as an option for mitigation but
not much deployed. The fuller implementation of large-scale CCS sys-
tems generally requires extensive funding and an array of complemen-
tary institutional arrangements such as legal frameworks for assigning
liability for long-term storage of CO,. Since AR4, studies have under-
scored a growing number of practical challenges to commercial invest-
ment in CCS (IEA 2010b) (see also Chapter 7).

Since AR4, innovation and deployment of renewable energy supplies
has been particularly notable (IEA, 2012a; GEA, 2012). The IPCC Spe-
cial Report on Renewable Energy Sources and Climate Change Miti-
gation (SRREN) (IPCC, 2011) provides a comprehensive assessment
of the potential role of renewables in reducing GHG emissions. Glob-
ally wind electricity generating capacity has, for example, experienced
double-digit annual growth rates since 2005 with an increasing share
in developing countries. While still being only a small part of the world
energy system, renewable technology capacities, especially wind but
also solar, are growing so rapidly that their potential for large scale
growth is hard to assess but could be very large (IEA, 2011b; GEA,
2012). Renewable energy potentials exist not only for stationary users
via electricity but also for transportation through biofuels and electric-
powered vehicles (see 11.13). Renewable energy technologies appear
to hold great promise, but like all major sources of energy they also
come with an array of concerns. Many renewable sources of electric-
ity are variable and intermittent, which can make them difficult to
integrate into electric grids at scale (see Chapter 7; Chapter 8 in IPCC,
2011). Some biofuels are contested due to fears for food security and
high lifecycle greenhouse gas emissions of some fuel types (see Chap-
ter 2 in IPCC, 2011; Delucchi, 2010). Other concerns are financial, since
nearly every major market for renewable energy has relied heavily on
a variety of policy support such as subsidies, leading investors and
analysts alike to wonder whether and how these energy sources will
continue to be viable for investors if subsidies are curtailed. Indeed,
some governments concerned about the size of public budgets have
pared back subsidies and claimed that additional cutbacks will be
forthcoming.

Since AR4, there have also been substantial advances in the technolog-
ical possibilities for making energy systems more efficient and respon-
sive. The use of energy efficient devices, plants, and equipment has
been legislated in many jurisdictions (RIS@, 2011). Integrating informa-
tion and communication technology (ICT) into energy networks offers
the potential to deliver and use energy more efficiently and flexibly,
which could make it much easier to integrate variable and intermittent
renewable power sources into existing electric grids. (Improved energy

119




Introductory Chapter

storage technologies could also play a central role.) This interconnec-
tion offers the promise of energy systems—especially in electricity,
where the potential for pervasive use of ICT is often called a ‘smart
grid'—that integrate demand response with supplies, allowing for
smooth and reliable operation of grids even with fluctuating renew-
able supplies (EPRI, 2011). Innovations of this type may also interact
with behavioural changes that can have large effects on emissions
as well. For example, greater flexibility and efficiency could encour-
age consumers to use more energy, partially offsetting the benefits of
these investments in smarter energy supply networks. Or, close atten-
tion to energy supplies could encourage shifts in behaviour that are
much more frugal with energy (see Chapter 7).

A central challenge in shifting to clean energy supplies and to creat-
ing much more efficient end-use of energy is that many energy tech-
nologies require large capital costs with long time horizons. Thus, even
when such technologies are cost-effective they may face barriers to
entry if investors and users are not confident that needed policy and
market support will be reliable. Innovations in financing—for example,
mechanisms that allow households to lease solar panels rather than
pay the full cost up front—can play a role in addressing such issues,
as can public schemes to fund initial deployment of new technologies.
Such arrangements are part of a broader effort often called ‘market
transformation’ that, if implemented well, can lead to new trajectories
for deployment of technologies that otherwise would face many barri-
ers to entry (IEA, 2010c).

Since AR4, a large number of governments have begun to explore
the expansion or introduction of nuclear power. They have also faced
many challenges in the deployment and management of this tech-
nology. Countries with active nuclear power programmes have been
contemplating replacing aging plants with new builds or expanding
the share of nuclear power in their electricity mix for reasons of eco-
nomics, supply security, and mitigation of climate change. In addition,
more than 20 countries, currently, that have never had commercial
reactors have launched national programmes in preparation for the
introduction of the technology, and several newcomer countries have
entered contractual arrangements with vendors (IAEA, 2011).

After the Fukushima accident in March 2011, an event that forced
Japan to review its energy policy substantially, the future patterns in
nuclear power investment have become more difficult to parse. Some
countries have scaled back nuclear investment plans or ruled out
new build (e.g., Switzerland, Belgium); some, notably Germany, have
decided to close existing reactors. In the United States, since AR4, sev-
eral reactors have been slated for closure and owners have announced
that still more closures are possible—mainly for reasons of economic
competitiveness since aging reactors can be costly to maintain in the
face of less expensive gas-fired electricity. At the same time, in 2013
construction began on four new reactors in the United States—the
first new construction in that country in three decades. Several coun-
tries preparing the introduction of nuclear power have extended the
time frame for the final go-ahead decisions; only few in a very early
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stage of preparation for the introduction stopped their activities alto-
gether. In other countries, including all the countries that have been
most active in building new reactors (e.g., China, India, Russia, and
South Korea), there aren’t many noticeable effects from Fukushima
and the investment in this energy source is accelerating, despite some
scale-back in the wake of Fukushima (IEA, 2012a). These countries’
massive investments in nuclear were much less evident, especially in
China, India and South Korea, at the time of AR4.

The Fukushima accident has also increased investment in deployment
of new, safer reactor designs such as so-called ‘Generation Ill" reac-
tors and small modular reactors (see Chapter 7.5.4). Despite all of
these new investment activities, standard baseline projections for the
world energy system see nuclear power declining slightly in share as
total demand rises and other electric power sources are more com-
petitive (IEA, 2012a; EIA, 2013¢). In many countries, the future com-
petitiveness of nuclear power hinges on the adoption of policies that
account for the climate change and energy security advantages of the
technology.

International institutions and
agreements

1.24

For more than two decades formal intergovernmental institutions have
existed with the task of promoting coordination of national policies
on the mitigation of emissions. In 1992, diplomats finalized the United
Nations Framework Convention on Climate Change (UNFCCC), which
entered into force in 1994. The first session of the Conference of the
Parties (COP) to that Convention met in Berlin in 1995 and outlined
a plan for new talks leading to the Kyoto Protocol in 1997, which
entered into force in 2005. The main regulatory provisions of the Kyoto
Protocol concerned numerical emission targets for industrialized coun-
tries (listed in Annex B of the Protocol’) during the years 2008 to 2012.
When AR4 concluded in 2007, diplomats were in the early stages of
negotiations for possible amendment of the Kyoto treaty while also
exploring other mechanisms to encourage additional long-term coop-
eration on mitigation. The regulatory targets of the original Kyoto
treaty would expire at the end of 2012. Those negotiations had been
expected to finish at the COP 15 meeting in Copenhagen in 2009, but
a wide number of disagreements made that impossible. Instead, talks
continued while, in tandem, governments made an array of pledges
that they solidified at the 2010 COP meeting in Cancun. These ‘Cancun
pledges’ concern the policies they would adopt to mitigate emissions
and other related actions on the management of climate risks; some
of those pledges are contingent upon actions by other countries. The

' In this chapter, Annex B countries are categorized as: countries that are members
of Annex B; countries originally listed in Annex B but which are not members of
the Kyoto Protocol (non-members are USA and Canada). Countries not listed in
Annex B are referred to as non-Annex B.
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91 countries that adopted these pledges account for the vast major-
ity (about 80 %) of world emissions (UNFCCC, 2011, 2012a; b; UNEP,
2012). If fully implemented, the pledges might reduce emissions in
2020 about one-tenth below the emissions level that would have
existed otherwise—not quite enough to return emissions to 2005 lev-
els—and it would be very hard to attain widely discussed goals of
stabilizing warming at 1.5 or 2 degrees without almost immediate and
full participation in international agreements that coordinate substan-
tial emission reductions (Figure 1.9). International agreements are dis-
cussed in detail in Chapter 13 of this report.

At this writing, diplomatic talks are focused on the goal of adopting
a new agreement that would raise the level of ambition in mitigation
and be in effect by 2020 (UNFCCC, 2012c). In tandem, governments
have also made a number of important decisions, in particular the
adoption at Doha in 2012 of the second commitment period of the
Kyoto Protocol, from 2013 to 2020. However, five developed countries
originally listed in Annex B of the Kyoto Protocol are not participating
in the second commitment period: Canada, Japan, New Zealand, Rus-
sia, and the United States (UNFCCC, 2013b).

The growing complexity of international diplomacy on climate change
mitigation, which has been evident especially since AR4 and the
Copenhagen meeting, has led policymakers and scholars alike to look
at many other institutional forms that could complement the UN-based
process. Some of these initiatives imply diplomatic efforts on separate
parallel tracks (see Chapter 13). Proposals exist within the Montreal
Protocol on Substances that Deplete the Ozone Layer to regulate some
of the gases that have replaced ozone-destroying chemicals yet have
proved to have strong impacts on the climate. A wide array of other
institutions has become engaged with the climate change issue. The
G8—the group of Canada, France, Germany, ltaly, Japan, Russia, the
UK, and the USA that convenes regularly to address a wide array of
global economic challenges—has repeatedly underscored the impor-
tance of limiting warming to 2 degrees and implored its members to
take further actions. The G20, a much broader group of economies
has put climate change matters on its large agenda; the G20 has also
helped to organize active efforts to reform fossil fuel subsidies and to
implement green growth strategies. The UN, itself, has a large num-
ber of complementary diplomatic efforts on related topics, such as the
‘Rio+20’ process.

Many other institutions are now actively addressing particular
aspects of climate change mitigation, such as the International
Renewable Energy Agency (IRENA), which focuses on renewable
energy; the Climate and Clean Air Coalition (CCAC), which focuses
on how limits on short-lived pollutants such as black carbon can
help slow climate change, the International Atomic Energy Agency
(IAEA), which focuses on nuclear power, the International Civil Avia-
tion Organization (ICAQO) and the International Maritime Organiza-
tion (IMO) that have focused on emissions from bunker fuels, and
many others with expertise in particular domains. The International
Energy Agency (IEA) is now extensively engaged in analyzing how
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developments in the energy sector could affect patterns of emissions
(e.g., IEA, 2012). Looking across these many different activities, inter-
national institutions that have engaged the climate change topic are
highly decentralized rather than hierarchically organized around a
single regulatory framework (Keohane and Victor, 2011). Since AR4,
research on decentralized international institutions has risen sharply
(Alter and Meunier, 2009; Zelli et al., 2010; Johnson and Urpelainen,
2012), building in part on similar concepts that have emerged in
other areas of research on collective action (e.g., McGinnis, 1999;
Ostrom, 2010).

Since AR4, there has been a sharp increase in scholarly and practical
attention to how climate change mitigation could interact with other
important international institutions such as the World Trade Organiza-
tion (WTO) (see also Chapter 13 of this volume) (Brewer, 2010). Rela-
tionships between international trade agreements and climate change
have been a matter of long standing interest in climate diplomacy and
are closely related to a larger debate about how differences in envi-
ronmental regulation might affect economic competitiveness as well
as the spread of mitigation and adaptation technology (Gunther et al.,
2012). A potential role for the WTO and other trade agreements also
arises because the fraction of emissions embodied in internationally
traded goods and services is rising with the globalization of manufac-
turing (see 1.2.1.2 above and 1.3.1 below). Trade agreements might
also play a role in managing (or allowing the use of) trade sanctions
that could help enforce compliance with mitigation commitments—a
function that raises many legal questions as well as numerous risks
that could lead to trade wars and an erosion of political support that
is essential to the sustainability of an open trading system (Bacchus
et al,, 2010). For example, Article 3 of the UNFCCC requires that “[m]
easures taken to combat climate change, including unilateral ones,
should not constitute a means of arbitrary or unjustifiable discrimina-
tion or a disguised restriction on international trade.” (UNFCCC, 1992).
The impacts of mitigation on trade issues are also related to concerns
that have been raised about how emission controls could reduce
national employment and income (ILO, 2012, 2013).

Since the AR4 in 2007, the scholarly community has analyzed the
potentials, design, and practices of international cooperation exten-
sively. A body of research has emerged to explain why negotiations on
complex topics such as climate change are prone to gridlock (Murase,
2011; Victor, 2011; Yamaguchi, 2012). There is also a large and vibrant
research program by political scientists and international lawyers on
institutional design, looking at issues such as how choices about the
number of countries, type of commitments, the presence of enforce-
ment mechanisms, schemes to reduce cost and increase flexibility,
and other attributes of international agreements can influence their
appeal to governments and their practical effect on behaviour (see
e.g., the comprehensive reviews and assessment on these topics by
Hafner-Burton, Victor, and Lupu, 2012 as well as earlier research of
Abbott et al., 2000; and Koremenos, Lipson, and Snidal, 2001). Much
of that research program has sought to explain when and how inter-
national institutions, such as treaties, actually help solve common
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problems. Such research is part of a rich tradition of scholarship aimed
at explaining whether and how countries comply with their interna-
tional commitments (Downs et al., 1996; Simmons, 2010). Some of
that research focuses on policy strategies that do not involve formal
legalization but, instead, rely more heavily on setting norms through
industry organizations, NGOs, and other groups (Vogel, 2008; Buthe
and Mattli, 2011). The experience with voluntary industry standards
has been mixed; in some settings these standards have led to large
changes in behaviour and proved highly flexible while in others they
have little or no impact or even divert attention (Rezessy and Bertoldi,
2011).

One of the many challenges in developing and analyzing climate
change policy is that there are long chains of action between interna-
tional institutions such as the UNFCCC and the ultimate actors whose
behaviour might be affected, such as individuals and firms. We note
that there have been very important efforts to engage the business
community on mitigation as well as adaptation to facilitate the mar-
ket transformations needed for new emission technologies and busi-
ness practices to become widespread (WEF, 2009; UN Global Compact
and UNEP, 2012) (see Chapter 15). While there are diverse efforts to
engage these many different actors, measuring the practical impact on
emissions has been extremely difficult and much of the scholarship in
this area is therefore highly descriptive.

1.2.5 Understanding the roles of emissions

other than fossil fuel CO,

Much policy analysis has focused on CO, from burning fossil fuels,
which comprise about 60% of total global greenhouse gas emis-
sions in 2010 (see Section 1.3.1 below). However, the UNFCCC and
the Kyoto Protocol cover a wider array of CO, sources and of warming
substances—including methane (CH,), nitrous oxide (N,0), perfluoro-
carbons (PFCs), hydrofluorocarbons (HFCs) and sulphur hexafluoride
(SF). Nitrogen trifluoride (NF;) was added as a GHG under the Kyoto
Protocol for its second commitment period. This large list was included,
in part, to create opportunities for firms and governments to optimize
their mitigation efforts flexibly across different substances. The effects
of different activities on the climate varies because the total level of
emissions and the composition of those emissions varies. For example,
at current levels the industrial and power sectors have much larger
impacts on climate than agriculture (Figure 1.3).

A variety of studies have shown that allowing for trading across these
different gases will reduce the overall costs of action; however, many
studies also point to the complexity in agreeing on the correct time
horizons and strategies for policy efforts that cover gases with such
different properties (Reilly et al., 2003; Ramanathan and Xu, 2010;
Shindell et al., 2012). In addition to the gases regulated under the
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Kyoto Protocol, many of the gases that deplete the ozone layer—and
are regulated under the Montreal Protocol on Substances that Deplete
the Ozone Layer—are also strong greenhouse gases (Velders et al.,
2007). Since AR4 a variety of short-lived climate pollutants (SLCPs)
have come under scrutiny (UNEP, 2011a; Shindell et al., 2012; Victor
et al, 2012; Smith and Mizrahi, 2013). Those include tropospheric
ozone (originating from air pollutant emissions of nitrogen oxides and
various forms of incompletely oxidized carbon) and aerosols (such as
black carbon and organic carbon and secondary such as sulphates)
that affect climate forcing (see Chapter 8, Section 8.2.2 and Section
5.2). This remains an area of active research, not least because some
studies suggest that the climate impacts of short-lived pollutants like
black carbon could be much larger or smaller (Ramanathan and Car-
michael, 2008; Bond et al., 2013) (WGI, Chapters 7 and 8). Such pol-
lutants could have a large role in mitigation strategies since they have
a relatively swift impact on the climate—combined with mitigation
of long-lived gases like CO, such strategies could make it more easily
feasible to reach near-term temperature goals, but there are still many
debates over the right balance of mitigation effort on short-lived and
long-lived pollutants (Ramanathan and Xu, 2010; Penner et al., 2010;
Victor et al., 2012; Smith and Mizrahi, 2013). By contrast, other aero-
sols—notably the sulphate aerosol formed from SO, emissions from
the industrial and power sectors, shipping, and large-scale biomass
burning—have a net cooling effect because they interact with clouds
to reflect sunlight back to space (see Section 5.2 and WG|, Chapter 7.4;
(Fuglestvedt et al., 2009).

Starting with the FAR, the IPCC has calculated global warming poten-
tials (GWPs) to convert climate pollutants into common units over 20,
100, and 500 year time horizons (Chapter 2, IPCC, 1990b). Indeed,
when GWPs were first presented by IPCC the analysis included the
statement that “[t]hese three different time horizons are presented
as candidates for discussion and should not be considered as having
any special significance” (see Chapter 2, page 59 in IPCC, 1990b).
In the Kyoto Protocol, diplomats chose the middle value—100
years—despite the lack of any published conclusive basis for that
choice (Shine, 2009). That approach emphasizes long-lived pollutants
such as CO,, which are essential to stopping climate warming over
many decades to centuries. As shown in Table 1.1, when GWPs are
computed with a short time horizon the share of short-lived gases,
notably methane, in total warming is much larger and that of CO,
becomes proportionally smaller. The uncertainty in the GWPs of
non-CO, substances increases with time horizon and for GWP,,, the
uncertainty is about 30% to 40 % (90 % confidence interval) (IPCC,
2013a). If policy decisions are taken to emphasize SLCPs as a means
of altering short-term rates of climate change rises then alternative
GWPs or other metrics and mitigation strategies may be needed
(IPCC, 2009; Fuglestvedst et al., 2010; Victor et al., 2012; Daniel et al.,
2012; Smith et al., 2012). Additional accounting systems may also be
needed.
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Figure 1.3 | Panel A (top left): Allocation of total GHG emissions in 2010 (49.5 GtCO,eq/yr) across the five sectors examined in detail in this report (see Chapters 7—11). Pullout
from panel A allocates indirect CO, emission shares from electricity and heat production to the sectors of final energy use. Panel B (top right): Allocates that same total emissions
(49.5 GtCO,eq/yr) to reveal how each sector’s total increases or decreases when adjusted for indirect emissions. Panel C (lower panel): Total annual GHG emissions by groups of
gases 1970-2010, along with estimated uncertainties illustrated for 2010 (whiskers). The uncertainty ranges provided by the whiskers for 2010 are illustrative given the limited
literature on GHG emission uncertainties. Sources: Historic Emission Database IEA/EDGAR dataset (JRC/PBL, 2013, IEA, 2012a), see Annex I1.9. Data shown for direct emissions
on Panels A and B represents land-based CO, emissions from forest and peat fires and decay that approximate to CO, flux from anthropogenic emissions sources in the FOLU
(Forestry and Other Land Use) sub-sector—additional detail on Agriculture and FOLU (‘AFOLU', together) fluxes is in Chapter 11, Section 11.2 and Figure 11.2 and 11.6. Emissions
weighted with 100-year GWPs as used in the original Kyoto Protocol (i.e., values from the SAR as those values are now widely used in policy discussions) and, in general, sectoral
and national/regional allocations as recommended by the 1996 IPCC guidelines (IPCC, 1996). Using the most recent GWP-100 values from the AR5 (see WGI Section 8.6) global
GHG emission totals would be slightly higher (52 GtCO,eq) and non-CO, emission shares are 20 % for CH4, 5% for N,0 and 2 % for F-gases. Error bars in panel 1.3c show the
90 % confidence interval of the emission estimates based on these sources: CO, from fossil fuel and industrial processes +8.4 % (Andres et al.,, 2012; Kirschke et al., 2013) CO,
from FOLU +£2.9 GtCO,/yr (estimates from WG table 6.1 with central value shown on figure 1.3c is per EDGAR/IEA); Methane +20 % (Kirschke et al. 2013); Nitrous oxide +60 %
(WGI, table 6.9); F-gases +20 % (UNEP, 2012). Readers are cautioned, however, that the literature basis for all of these uncertainty figures is very weak. There have been very few
formal, documented analysis of emissions uncertainty for any gas. Indicative uncertainty for total emissions is from summing the squares of the weighted uncertainty of individual
gases (see 5.2.3.4 for more detail), which yields a total uncertainty of +/=9 % for a 90 % confidence interval in 2010. We note, however, that there is insufficient published informa-
tion to make a rigorous assessment of global uncertainty and other estimates suggest different uncertainties. The calculation leading to 9% assumes complete independence of
the individual gas-based estimates; if, instead, it is assumed that extreme values for the individual gases are correlated then the uncertainty range may be 19 %. Moreover, the 9%
reported here does not include uncertainties related to the choice of index (see table 1.1) and Section 1.2.5.
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Table 1.1 | Implications of the choice of Global Warming Potential (GWP) for mitigation strategy. Table shows the main geophysical properties of the major Kyoto gases and the
implications of the choice of values for GWPs with different time horizons (20, 100, or 500 years) on the share of weighted total emissions for 2010; other IPCC chapters report
detail on alternative indexes such as Global Temperature change Potential (GTP) (Chapter 3; WGI Chapter 8). At present, the 100-year GWPs are used most widely, and we show
those values as reported in the IPCC Second Assessment Report (SAR) in 1995 and subsequently used in the Kyoto Protocol. Note that CO, is removed by multiple processes and
thus has no single lifetime (see WGI Box 6.1). We show CF, as one example of the class of perfluorocarbons (PFCs) and HFC-134a and HFC-23 as examples of hydrofluorocarbons
(HFCs). All other industrial fluorinated gases listed in the Kyoto Protocol ('F-gases’) are summed. We do not show warming agents that are not included in the Kyoto Protocol, such
as black carbon. Emissions reported in JRC/PBL (2013) using GWPs reported in IPCC's Second, Fourth and Fifth Assessment Reports (IPCC, 1995, 2007, 2013a). The AR4 was used
for GWP-500 data; interpretation of long time horizon GWPs is particularly difficult due to uncertainties in carbon uptake and climate response—differences that are apparent in
how different models respond to different pulses and scenarios for CO, and the many nonlinearities in the climate system (see WGI, Supplemental Material 8.5M.11.4 and Joos
etal, 2013) and thus IPCC no longer reports 500 year GWPs. Due to changes in the GWP values from AR4 to AR5 the 500-year shares are not precisely comparable with the other
GWPs reported here. Geophysical properties of the gases drawn from WGI, Appendix 8.A, Table 8.A.1—final draft data).

Geophysical properties GWP-weighted share of global GHG emissions in 2010
WGl
Kyoto gases |?(I?|zzp(r;!:) lnStfa;tcai:ge;ous IR (20 and 100 year from AR5 & 500 year from AR4)
(W/m?/ppb) 100 years 20 years 100 years 500 years
co, various 1.37x107° 76 % 52% 73% 838%
CH, 124 3.63x10 16 % 42% 20% 7%
N,0 121 3.00x 10 6.2% 3.6% 5.0% 3.5%
F-gases: 2.0% 23% 2.2% 1.8%
HFC-134a 134 0.16 0.5% 0.9% 0.4% 0.2%
HFC-23 222 0.18 0.4% 0.3% 0.4% 0.5%
CF, 50,000 0.09 0.1% 0.1% 0.1% 0.2%
SF 3,200 0.57 0.3% 0.2% 0.3% 0.5%
NF; * 500 0.20 not applicable 0.0% 0.0% 0.0%
Other F-gases ** various various 0.7% 0.9% 0.8% 0.4%

NF; was added for the second commitment period of the Kyoto period, NF; is included here but contributes much less than 0.1 %.
Other HFCs, PFCs and SFq included in the Kyoto Protocol’s first commitment period. For more details see the Glossary (Annex I).

1.2.6 Emissions trajectories and implications

for Article 2

Chapter 1 of the WGIII AR4 found that, without major policy changes,
the totality of policy efforts do not put the planet on track for meeting
the objectives of Article 2 of the United Nations Framework Conven-
tion on Climate Change (UNFCCC) (IPCC, 2007a). Since then, emis-
sions have continued to grow—a topic we examine in more detail
below. Article 2 of the UNFCCC describes the ultimate objective of the
Convention. It states:

The ultimate objective of this Convention and any related legal
instruments that the Conference of the Parties may adopt is to
achieve, in accordance with the relevant provisions of the
Convention, stabilization of greenhouse gas concentrations in
the atmosphere at a level that would prevent dangerous
anthropogenic interference with the climate system. Such a
level should be achieved within a time-frame sufficient to
allow ecosystems to adapt naturally to climate change, to
ensure that food production is not threatened and to enable
economic development to proceed in a sustainable manner.
(UNFCCC, 1992).
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Interpreting the UNFCCC goal is difficult. The first part of Article 2,
which calls for stabilization of GHG concentration at levels that are not
‘dangerous,” requires examining scientific climate impact assessments
as well as normative judgments—points that are explored in detail in
the WGII contribution. The second part of Article 2 is laden with condi-
tions whose interpretation is even less amenable to scientific analysis.
In light of the enormous variations in vulnerability to climate change
across regions and ecosystems, it is unlikely that scientific evidence
will conclude on a single such goal as ‘dangerous’. Variations in what
different societies mean by ‘dangerous’ and the risks they are will-
ing to endure further amplify that observation. Article 2 requires that
societies balance a variety of risks and benefits—some rooted in the
dangers of climate change itself and others in the potential costs and
benefits of mitigation and adaptation.

Since the publication of AR4 a series of high-level political events have
sought to create clarity about what Article 2 means in practice. For
example, the Bali Action Plan, adopted at COP 13 held in Bali, Indo-
nesia, in December 2007, cited AR4 as a guide for negotiations over
long-term cooperation to manage climate change. At the L'Aquila G8
Summit in 2009, five months before the COP15 meeting in Copenha-
gen, leaders “recognized the broad scientific view that the increase in
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global average temperature above pre-industrial levels ought not to
exceed 2°C,” and they also supported a goal of cutting emissions at
least 80 % by 2050 (G8 Leaders, 2009). Later that year, an COP 15, dele-
gates ‘took note’ of the Copenhagen Accord which recognized “the sci-
entific view that the increase in global temperature should be below 2
degree Celsius,” and later meetings arrived at similar conclusions (Deci-
sion1/CP.16). Ever since the 2009 Copenhagen Conference the goal of
1.5 degrees has also appeared in official UN documents, and some dele-
gations have suggested that a 1 degree target be adopted. Some schol-
ars suggest that these goals can create focal points that facilitate policy
coordination, although there is a variety of perspectives about whether
these particular goals are playing that role, in part because of grow-
ing evidence that they will be extremely difficult or impossible to attain
(Schneider and Lane, 2006; National Research Council of the National
Academies, 2011; Victor, 2011; Helm, 2012). Readers should note that
each major IPCC assessment has examined the impacts of multiplicity
of temperature changes but has left political processes to make deci-
sions on which thresholds may be appropriate (WGIII AR4 Chapter 1).

At present, emissions are not on track for stabilization let alone deep
cuts (see Section 1.3 below). This reality has led to growing research
on possible extreme effects of climate change and appropriate policy
responses. For example, Weitzman (2009) raised the concern that stan-
dard policy decision tools such as cost-benefit analysis and expected util-
ity theory have difficulty dealing with climate change decisions, owing
to the difficulty in assessing the probability of catastrophic impacts.
Partly driven by these concerns, the literature on geoengineering options
to manage solar radiation and possibly offset climate change along
with technologies that allow removal of CO, and other climate-altering
gases from the atmosphere has been increasing exponentially (see 6.9).
Because they have theoretically high leverage on climate, geoengineer-
ing schemes to alter the planet’s radiation balance have attracted par-
ticular attention; however, because they also create many risks that are
difficult if not impossible to forecast, only a small but growing number
of scientists have considered them seriously (Rickels et al. 2011; Gar-
diner 2010; IPCC 2012; Keith, Parson, and Morgan 2010).

1.3  Historical, current

and future trends

Since AR4 there have been new insights into the scale of the mitiga-
tion challenge and the patterns in emissions. Notably, there has been
a large shift in industrial economic activity toward the emerging coun-
tries—especially China—that has affected those nations’ emission
patterns. At the same time, emissions across the industrialized world
are largely unchanged from previous levels. Many countries have
adopted policies to encourage shifts to lower GHG emissions from the
energy system, such as through improved energy efficiency and greater
use of renewable energy technologies.

Introductory Chapter

1.3.1 Review of four decades of greenhouse

gas emissions

While there are several sources of data, the analysis here relies on
the EDGAR data set (JRC/PBL, 2013) [see Annex 1.9 Methods and
Metrics for a complete delineation of emission categories]. We focus
here on all major direct greenhouse gases (GHGs) related to human
activities—including carbon dioxide (CO,), methane (CH,), nitrous
oxide (N,0), perfluorocarbons (PFCs), hydrofluorocarbons (HFCs), and
sulphur hexafluoride (SF). We also examine various ozone-depleting
substances (ODS), which are regulated under the Montreal Protocol
due to their effects on the ozone layer but also act as long-lived GHG:
chlorofluorocarbons (CFCs), hydrochlorofluorocarbons (HCFCs), and
halons. Due to lack of comparable data we do not here examine black
carbon, tropospheric ozone precursors, cooling aerosols, and nitrogen
trifluoride (NF,.) For the analyses that follow we use 100-year GWPs
from the SAR because they are widely used by governments, but we
are mindful that other time horizons and other global warming metrics
also merit attention (see 1.2.5 above).

By sector, the largest sources of greenhouse gases were the sectors of
energy production (34 %, mainly CO, from fossil fuel combustion), and
agriculture, forestry and land-use (AFOLU) (24 %, mainly CH, and N,0)
(Figure 1.3a). Within the energy sector, most emissions originate from
generation of electricity that is, in turn, used in other sectors. Thus,
accounting systems in other sectors often refer to direct emissions
from the sector (e.g., CO, emissions caused in industry during the pro-
duction of cement) as well as ‘indirect’ emissions that arise outside the
boundaries of that particular economic sector (e.g., the consumption
of electric power in buildings causes indirect emissions in the energy
supply sector (Figure 1.3a and 1.3b). Looking at the total source of
greenhouse gases at present CO, contributes 76 %; CH, about 16 %,
N,0 about 6 % and the combined F-gases about 2 % (Figure 1.3c).

Following the breakdown in sectors discussed in this report (Chapters
7 to 11), Figure 1.3c looks at emissions over time by gas and sector.
Figure 1.4 looks at those patterns over time according to different
groups of countries, which reveals the effects of periodic economic
slowdowns and contractions on emissions. Globally, emissions of all
greenhouse gases increased by about 75 % since 1970. Over the last
two decades, a particularly striking pattern has been the globalization
of production and trade of manufactured goods (see Section 1.2.1.2
above). In effect, high-income countries are importing large embodied
emissions from the rest of the world, mainly the upper middle-income
countries (Figure 1.5).

Overall, per-capita emissions in the highly industrialized countries are
roughly flat over time and remain, on average, about 5 times higher
than those of the lowest income countries whose per-capita emis-
sions are also roughly flat. Per-capita emissions from upper-middle
income countries have been rising steadily over the last decade (see
inset to Figure 1.4). There are substantial differences between mean
and median per-capita emissions, reflecting the huge variation within

125




Introductory Chapter Chapter 1

110
=2
g — 20 | G.Iobal
2 > & High Income
é 100 g 18 M Upper Middle Income
3 = M Lower Middle Income
5 g'* 16 W Low Income
)
90 "
c
K]
a1
HE_' Low Income
10
80 &
S
v 8
Z
2
70 'g Upper Middle
E =" A
(Y Py
= Lower Middle Inconlg
g 2 [ = e ————"
60 s +2.2%lyr
] 2000-10
o 0 T T T T T . N
5 1970 1980 1990 2000 2010
e +0.6%/yr
50 1990-00
+1.4%Iyr
1980-90

+2%lyr r Y N
0 1970-80

30 ; >
20 el

10 e - y—
w

0 F T T T T T T T J

1970 1975 1980 1985 1990 1995 2000 2005 2010

Figure 1.4 | Global growth in emissions of GHGs by economic region. Main figure shows world total (top line) and growth rates per decade, as well as the World Bank's four eco-
nomic regions (see Figure 1.1 caption for more detail). Inset shows trends in annual per capita mean (solid lines) and median (dotted lines) GHG emissions by region 1970-2010 in
tonnes of CO,eq (t/cap/yr) (United Nations, 2013a). Global totals include bunker fuels; regional totals do not. The data used is from the same sources reported in Figure 1.3c. Error
bars are approximated confidence interval of 1 standard deviation, derived by aggregating individual country estimates by gas and sector of the 16th and 84th emission percentiles
provided by the MATCH analysis (Hohne et al., 2011); data also available at http://www.match-info.net/. However, we note that this probably over-states actual uncertainty in the
totals, since individual country uncertainty estimates under this method are implicitly taken to be completely correlated. Thus, for the global totals we estimate a 90 % uncertainty
range using the same method as discussed for Figure 1.3c. While in 2010 the uncertainty using that method is 9 %, over the full time period of Figure 1.4 the value varies from 9 %
to 12 % with an average value of 10 %. We caution that multi-country and global uncertainty estimates remain an evolving area of research (see caption 1.3c and Section 5.2.3).
Uncertainties shown on this chart are at best indicative of the unknowns but are not a definitive assessment.
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these categories. Some very low income countries have extremely low
per-capita emissions while some upper middle income developing
countries have per-capita emissions comparable with those of some
industrialized nations.

Emissions from the energy sector (mainly electricity production) and
from transportation dominate the global trends. Worldwide power sec-
tor emissions have tripled since 1970 (see Figure 7.3), and transport
has doubled (see Figure 8.1). Since 1990 emissions from electricity and
heat production increased by 27 % for the group of OECD countries; in
the rest of the world the rise has been 64 % (see Figure 7.5). Over the
same period, emissions from road transport increased by 29 % in OECD
countries and 61 % in the other countries (see Figure 8.3). Emissions
from these systems depend on infrastructures such as power grids and
roads, and thus there is also large inertia as those infrastructures are
slow to change (Davis et al., 2010).

Forest related GHG emissions are due to biomass burning and decay of
biomass remaining after forest burning and after logging. In addition,
the data shown includes CO, emissions from decomposition of drained
peatland and from peat fires (Olivier and Janssens-Maenhout, 2012).
The forest related figures presented here are in line with the synthesis
paper by Houghton et al. (2012) on recent estimates of carbon fluxes
from land use and land cover change.

There has been a large effort to quantify the uncertainties in the histor-
ical emissions since AR4 was published. Such efforts have been difficult
due to the small number of truly independent data sources, especially
at the finest level of resolution such as emissions from particular sec-
tors and countries. Uncertainties are particularly large for greenhouse
gas emissions associated with agriculture and changes in land use. By
contrast, recent estimates of emissions from fossil fuel combustion var-
ied by only 2.7 % across the most widely used data sources (Macknick,
2011). In addition to variations in the total quantity of fossil fuel com-
busted, the coefficients used by IPCC to calculate emissions also vary
from 7.2% for coal use in industry to 1.5% for diesel used in road
transport (Olivier et al., 2010). Emissions from agriculture and land-
use change are estimated to vary by 50 % (Tubiello et al., 2013), and
a recent study that compared 13 different estimates of total emissions
from changes in land use found broadly comparable results (Houghton
et al,, 2012). Since land use is a small fraction of total CO, emissions
the total estimate of anthropogenic CO, emissions has uncertainty of
only £10% (UNEP, 2012). Looking beyond CO,, estimates for all other
warming gases are generally more uncertain. Estimated uncertainties
for global emissions of methane, nitrous oxide, and fluorine based
gases are £25 %, £30 %, and +£20 % respectively (UNEP, 2012).

Statistically significant uncertainty quantifications require large inde-
pendent and consistent data sets or estimates, which generally do
not exist for historical GHG emission data. In such cases, uncertainty
is referred to as ‘indicative uncertainty’ based on the limited informa-
tion available that does not meet the standard of a rigorous statistical
analysis (see 5.2.3).
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Figure 1.5 | CO, emissions from fossil fuel combustion for the four economic regions
attributed on the basis of territory (solid line) and final consumption (dotted line) in
gigatonnes of CO, per year (Gt/yr). The shaded areas are the net CO, trade balance
(difference) between each of the four country groupings (see Figure 1.1) and the rest of
the world. Blue shading indicates that the region is a net importer of emissions, leading
to consumption-based CO, emission estimates that are higher than traditional terri-
tory-based emission estimates. Yellow indicates the reverse situation—net exporters of
embodied emissions. Low-income countries, because they are not major players in the
global trade of manufactured products, have essentially no difference between territory
and consumption based estimates. For high-income countries and upper-middle-income
countries, embodied emissions have grown over time. Figures based on Caldeira and
Davis (2011) and Peters et al. (2012b), but with data from Eora, a global multi-regional
input-output model (Lenzen et al., 2012, 2013).

When adjusting emission statistics to assign indirect GHG emissions
from electricity and heat consumption to end-use sectors, as is done in
panel 1.3b, the main sectors affected are the industrial and buildings
sectors. Those sectors’ shares in global GHG emissions then increase by
11% and 12 % to reach levels of 31 % (industry) and 19 % (buildings).
The addition of these so-called ‘Scope 2" emissions is sometimes done
to show or analyze the more comprehensive impact of total energy con-
sumption of these end-use sectors to total energy-related emissions.

Figure 1.4 looks at these patterns from the global perspective over
time. The AR4 worked with the most recent data available at the time
(2004). Since then, the world has seen sustained accelerated annual
growth of emissions—driven by CO, emissions from fossil fuel com-
bustion. There was a temporary levelling off in 2008 linked to high fuel
prices and the gathering global economic crisis, but the sustained eco-
nomic growth in the emerging economies has since fuelled continued
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growth in world emissions. This is particularly evident in the economic
data (Figure 1.1) showing that the large group of countries other than
the highly industrialized nations continue to grow despite the world
economic crisis. However, growth rates globally, including in these
rapidly rising countries, have been slower than the levels seen in the
1990s, which portends less rapid growth in world emissions.

Figure 1.6 shows global GHG emissions since 1970 in 20-year intervals
for the five economic sectors covered in Chapters 7-11, i.e., Energy
Systems, Transport, Buildings, Industry and Agriculture, Forestry and
Other Land Use (AFOLU). International transport ('bunkers’) are shown
separately as these can neither be attributed to any of these economic
sectors or country grouping. In every country grouping except low-
income countries, total emissions have risen since 1970 with the larg-
est increases evident in energy systems. The only major sector that does
not display these globally rising trends is AFOLU as a growing number
of countries adopt policies that lead to better protection of forests,
improved yields in agriculture reduce pressure to convert natural for-
ests to cropland, and other trends allow for a ‘great restoration’ of pre-

Chapter 1

viously degraded lands (Ausubel et al., 2013). In low-income countries
total emissions are dominated by trends in AFOLU; in all other country
groupings the energy system plays the central role in emissions.

It is possible to decompose the trends in CO, emissions into the vari-
ous factors that ‘drive’ these outcomes—an exercise discussed in
more detail in Chapter 5. One way to decompose the factors contribut-
ing to total emissions is by the product of population, GDP per capita,
energy intensity (total primary energy supply per GDP) and the carbon
intensity of the energy system (carbon emitted per unit energy). This
approach is also known as the ‘Kaya Identity’ (Kaya, 1990) and reso-
nates with similar earlier work (Holdren and Ehrlich, 1974). A variety of
studies have done these decompositions (Raupach et al., 2007; Steckel
et al.,, 2011; Cline, 2011; Akimoto et al., 2013). Figure 1.7 shows such
an analysis for the global level, and Chapter 5 in this report offers more
detailed decompositions.

The analysis reveals enhanced growth in the 2000s of global income,
which drove higher primary energy consumption and CO, emissions.
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Figure 1.6 | Greenhouse gas emissions measured in gigatonnes of CO,eq per year (Gt/yr) in 1970, 1990 and 2010 by five economic sectors (Energy supply, Transport, Buildings,
Industry, as well as Agriculture, Forestry and Other Land Use (AFOLU) and four economic regions (see caption to Figure 1.1). ‘Bunkers' refer to emissions from international trans-
portation and thus are not, under current accounting systems, allocated to any particular nation's territory. Note: The direct emission data from JRC/PBL (2013) (see Annex I1.9)
represents land-based CO, emissions from forest and peat fires and decay that approximate to CO, flux from anthropogenic emissions sources in the FOLU (Forestry and Other Land
Use) sub-sector. For a more detailed representation of AFOLU GHG flux (Agriculture and FOLU) see Chapter 11, Section 11.2 and Figure 11.2 and 11.6. Source: same sources as
reported for Figure 1.3c. We do not report uncertainties because there isn't a reliable way to estimate uncertainties resolved by regional group and sector simultaneously.
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Figure 1.7 | Decomposition of the change in total annual CO, emissions from fossil
fuel combustion by decade and four driving factors; population (light blue), GDP per
capita (dark blue), energy intensity of GDP (yellow) and carbon intensity of energy
(red orange). The bar segments show the changes associated with each factor alone,
holding the respective other factors constant. Total emission changes are indicated by
a white triangle. The change in emissions over each decade is measured in gigatonnes
of CO, per year [GtCO,/yr]; economic output is converted into common units using
purchasing power parities; the use of market exchange rates would lower the share
associated with economic output although that would still be the largest single factor.
Source: updated from Steckel et al. (2011) using data from IEA (2012c; d).

(That pattern levelled around 2009 when the global recession began to
have its largest effects on the world economy.) Also notable is carbon
intensity: the ratio of CO, emissions to primary energy. On average,
since 1970 the world's energy system has decarbonized. However, in
the most recent decade there has been a slight re-carbonization. In the
portions of the global economy that have grown most rapidly, low-car-
bon and zero-carbon fuels such as gas, nuclear power and renewables
have not expanded as rapidly as relatively high-carbon coal.

Interpreting the Kaya Identity using global data masks important
regional and local differences in these drivers. For example, the demo-
graphic transition in China is essentially completed while in Africa pop-
ulation growth remains a sizable driver. Technology—a critical factor
in improving energy and carbon intensities as well as access to energy
resources—varies greatly between regions (see Chapters 5 and 7). The
recent re-carbonization is largely the result of expanded coal combus-
tion in developing countries driven by high rates of economic growth,
while across the highly industrialized world carbon intensity has been
declining due to the shift away from high carbon fuels (notably coal)
to natural gas, renewables, and also to nuclear in some countries. The
simple Kaya identity relies on broad, composite indicators that nei-
ther explain causalities nor explicitly account for economic structures,
behavioural patterns, or policy factors, which again vary greatly across
regions. Technological change might allow for radically lower emis-
sions in the future, but the pattern over this four-decade history sug-
gests that the most important global driver of emissions is economic
growth.

Introductory Chapter

Although the average per capita income levels in the large emerging
economies in 2010 were approximately 30 % or less of the per capita
income levels of OECD countries in 1980, their levels of carbon inten-
sity and energy intensity are comparable with those of North America
in the early 1980s (IEA, 2012b).

1.3.2 Perspectives on mitigation

Looking to the future, it is important to be mindful that the energy
system, which accounts for the majority of GHG emissions, is slow to
change even in the face of concerted policy efforts (Davis et al., 2010;
WEF, 2012; GEA, 2012). For example, many countries have tried to alter
trends in CO, emissions with policies that would make the energy sup-
ply system more efficient and shift to low emission fuels, including
renewables and nuclear power (Chapter 7).

There are many different perspectives on which countries and peoples
are accountable for the climate change problem, which should make
the largest efforts, and which policy instruments are most practical and
effective. Many of these decisions are political, but scientific analysis
can help frame some of the options. Here we look at six different per-
spectives on the sources and possible mitigation obligations for world
emissions—illustrated in Figure 1.8 and elsewhere in the chapter. This
discussion engages questions of burden sharing in international coop-
eration to mitigate climate change, a topic addressed in more detail in
Chapter 4.

One perspective, shown in panel A of Figure 1.8, concerns total emis-
sions and the countries that account for that total. Twenty countries
account for 75% of world emissions; just five countries account for
about half. This perspective suggests that while all countries have
important roles to play, the overall impact of mitigation efforts are
highly concentrated in a few.

A second perspective, shown in panel B of Figure 1.8, concerns the
accumulation of emissions over time. The climate change problem is
fundamentally due to the ‘stock’ of emissions that builds up in the
atmosphere. Because of the long atmospheric lifetime of CO,, a frac-
tion of the CO, emitted to the atmosphere from James Watt's steam
engine that in the late 18th century helped trigger the Industrial Revo-
lution still remains in the atmosphere. Several studies have accounted
in detail for the sources of emissions from different countries over time,
taking into account the geophysical processes that remove these gases
(Botzen et al., 2008; Hohne et al., 2011; Wei et al., 2012). Attributing
past cumulative emissions to countries is fraught with uncertainty and
depends on method applied and emissions sources included. Because
the uncertainties differ by source of emissions, panel B first shows just
cumulative emissions from industrial sources (left bar) and then adds
the lowest and highest estimates for emissions related to changes in
land use (middle two bars). Many studies on the concept of ‘histori-
cal responsibility’ look at cumulative emissions since 1751, but that
approach ignores the fact that widespread knowledge of the potential

129




Introductory Chapter

harms of climate change is only a more recent phenomenon—dat-
ing, perhaps, to around 1990 when global diplomatic talks that led
to the UNFCCC were fully under way. Thus the right bar in panel B
shows cumulative emissions for all sources of CO, (including a cen-
tral estimate for sources related to changes in land use) from 1990 to
2010. Each of these different methods leads to a different assignment
of responsible shares and somewhat different rankings. Other studies
have examined other time horizons (e.g., Le Quéré et al., 2012). Many
scholars who use this approach to analysing historical responsibility
and similar approaches to assessing possible future contributions often
refer to a fixed ‘carbon budget’ and identify the ‘gap’ between that
fixed budget and allowable future emissions (e.g., IPCC, 2013b; UNEP,
2011b; Chapter 6).

A few studies have extended the concepts of historical responsibility to
include other gases as well (den Elzen et al., 2013; Smith et al., 2013).
For simplicity, however, in panel B we report total cumulative emis-
sions of just CO,, the long-lived gas that accounts for the vast majority
of long-term climate warming. Adding other gases requires a model
that can account for the different atmospheric lifetimes of those gases,
which introduces yet more uncertainty and complexity in the analy-
sis of historical responsibility. The results of such analysis are highly
sensitive to choices made in the calculation. For example, the share
of developed countries can be almost 80 % when excluding non-CO,
GHGs, Land Use, Land-Use Change, and Forestry, and recent emissions
(until 2010) or about 47 % when including these emissions (den Elzen
et al., 2013). As a general rule, because emissions of long-lived gases
are rising, while emissions of the distant past are highly uncertain,
their influence is overshadowed by the dominance of the much higher
emissions of recent decades (Hohne et al., 2011).

A third perspective concerns the effects of international trade. So far,
nearly all of the statistics presented in this chapter have been orga-
nized according to the national territory where the emissions are
released into the atmosphere. In reality, of course, some emissions are
‘embodied’ in products that are exported and discussed in more detail
in Section 1.2.2. A tonne of steel produced in China but exported to
the United States results in emissions in China when the fundamen-
tal demand for the steel originated in the United States. Comparing
the emissions estimated from consumption and production (left and
right bars of panel A) shows that the total current accounting for world
emissions varies considerably—with the largest effects on China and
the United States—although the overall ranking does not change
much when these trade effects are included. Figure 1.5 earlier in this
chapter as well as Section 1.2.1.2 present much more detailed infor-
mation on this perspective.

A fourth perspective looks at per-capita emissions, shown in panel C
of Figure 1.8. This perspective draws attention to fundamental differ-
ences in the patterns of development of countries. This panel shows
the variation in per-capita emissions for each of the four country
groupings. The large variation in emissions in low-income country
reflects the large role for changes in land use, such as deforestation
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and degradation. There are some low-income countries with per-cap-
ita emissions that are higher than high-income nations. Some studies
have suggested that debates over concepts such as ‘common but dif-
ferentiated responsibility'—the guiding principle for allocating miti-
gation efforts in talks under the UNFCCC—should focus on individu-
als rather than nations and assign equal per-capita emission rights to
individuals (Chakravarty et al., 2009). Still other studies have looked at
the historical cumulative per-capita emissions, thus combining two of
the different perspectives discussed here (Teng et al.,, 2012). Looking
within the categories of countries shown in panel C, some developing
countries already have higher per-capita emissions than some industri-
alized nations.

A fifth perspective is the carbon efficiency of different economies.
Economies vary in how they convert inputs such as energy (and thus
emissions associated with energy consumption) into economic value.
This efficiency is commonly measured as the ratio of emission to unit
economic output (CO,/GDP) and illustrated in panel D of Figure 1.8.
Typically, economies at an earlier stage of development rely heavily
on extractive industries and primary processing using energy intensive
methods often reinforced with subsidies that encourage excessive con-
sumption of energy. As the economy matures it becomes more efficient
and shifts to higher value-added industries, such as services, that yield
low emissions but high economic output. This shift also often includes
a change from higher carbon primary fuels to less carbon-intensive
fuels. From this perspective, emission obligations might be adjusted to
reflect each country’s state of economic development while creating
incentives for countries to transition to higher economic output with-
out concomitant increases in emissions.

A sixth perspective (panel E of Figure 1.8) looks at the change of emis-
sions between 1990 and 2010. 1990 is a base year for most of the
Annex B countries in the Kyoto Protocol. That panel divides the world
into three groups—the countries (listed in Annex B) that agreed to
targets under the Kyoto Protocol and which formally ratified the Pro-
tocol; countries listed in Annex B but which never ratified the treaty
(United States) or withdrew (Canada); and countries that joined the
Kyoto Protocol but had no formal quantitative emission control tar-
gets under the treaty. If all countries listed in Annex B had joined and
remained members of the Protocol those countries, on average, would
have reduced emissions more than 5 % between 1990 and the compli-
ance period of 2008-2012. From 1990 to 2008-2011, the Annex B
nations have reduced their collective emissions by 20 % excluding the
United States and Canada and by 9% if including them, even without
obtaining emission credits through the Kyoto Protocol’s Clean Devel-
opment Mechanism (CDM) (UNFCCC, 2013a). (As already noted, the
United States never ratified the Kyoto Protocol; Canada ratified but
later withdrew.) However, some individual countries will not meet
their national target without the CDM or other forms of flexibility that
allow them to assure compliance. The trends on this panel reflect
many distinct underlying forces. The big decline in Ukraine, Russia, the
12 new members of the EU (EU+12) and one of the original EU mem-
bers (Germany, which now includes East Germany) reflect restructur-
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Figure 1.8 | Multiple perspectives on climate change mitigation. Panel A: 2010 emission, ranked in order for the top 75 % of global total. Left bar shows ranking with consumption-
based statistics, and right bar shows territorial-based (see Figure 1.5 for more detail). Panel B: Cumulative emissions since 1750 (left three bars) and since 1990 (right bar) for four
different methods of emission accounting. The first method looks just at industrial sources of CO, (left bar); the second method adds to those industrial sources the lowest plausible
estimate for emissions related to changes in land use (second bar), the third uses the highest plausible estimate for land use (third bar) and the final method uses median estimates
for land use emissions along with median industrial emissions. (We focus here on uncertainty in land use emissions because those have higher variation than industrial sources.)
Panel C: ranking of per-capita emissions by country as well as (inset) for the four groupings of countries Shadings show the 10th to 90th percentile range (light) as well as the 25th
to 75th percentile range (dark); horizontal bars identify the median and diamonds the mean. Panel D: Ranking of carbon intensity of economies (emissions per unit GDP, weighted
with purchasing power parity) as a function of total size of the economy as well as (inset) for the four groupings of countries Shadings show the 10th to 90th percentile range (light)
as well as the 25th to 75th percentile range (dark); horizontal bars identify the median and diamonds the mean. Country names are abbreviated using the three letter standardiza-
tion maintained by the International Organization for Standardization (ISO, standard 3166). Panel E: Emissions changes from 1990 to 2012 divided into Annex B of the Kyoto Proto-
col (countries with quantified emission targets, red orange), countries that were eligible for Annex B but are not members (Canada and the United States, yellow) and non-Annex B
countries (blue). Sources: Panel A: based on Peters et al., 2011 data; Panel B: based on MATCH data (H6hne et al.,, 2011). High and low plausible values for land use emissions are
two different datasets provided in the MATCH analysis (see Figure 1.4 for more detail and caveat); since the MATCH analysis is based on actual emission data up to 2005, the last
four years are were taken from the Historic Emission Database EDGAR/IEA emission data (JRC/PBL, 2013, IEA, 20123, See Annex 1.9). Panel C: JRC/PBL, 2013 and United Nations,
2013a; Panel D: emissions from JRC/PBL, 2013 and national income PPP-adjusted from World Bank World Development Indlicators; Panel E: JRC/PBL, 2013.

ing of those economies in the midst of a large shift away from central
planning. Some of those restructuring economies used base years
other than 1990, a process allowed under the Kyoto Protocol, because
they had higher emissions in earlier years and a high base year arith-
metically leads to larger percentage reductions. The relatively flat
emissions patterns across most of the industrialized world reflect the
normal growth patterns of mature economies. The sharp rise in emerg-
ing markets, notably China and India, reflect their rapid industrializa-
tion—a combination of their stage of development and pro-growth
economic reforms.

There are many ways to interpret the message from this sixth perspec-
tive, which is that all countries collectively are likely to comply with the
Kyoto Protocol. One interpretation is that treaties such as the Kyoto
Protocol have had some impacts on emissions by setting clear stan-

dards as well as institutional reforms that have led countries to adjust
their national laws. From that perspective, the presence of the Kyoto
obligations is why nearly all the countries that ratified the Kyoto obli-
gations are likely to comply. Another interpretation is that the Kyoto
Protocol is a fitting illustration of the concept of ‘common but differ-
entiated responsibility’, which holds that countries should undertake
different efforts and that those most responsible for the underlying
problem should do the most. Still another interpretation is that choice
of Kyoto obligations largely reveals ‘selection effects’ through which
countries, in effect, select which international commitments to hon-
our. Countries that could readily comply adopted and ratified bind-
ing limits; the others avoided such obligations—a phenomenon that,
according to this perspective, is evident not just in climate change
agreements but other areas of international cooperation as well (e.g.,
Downs, Rocke, and Barsoom, 1996; Victor 2011).
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Still other interpretations are possible as well, with varied implications
for policy strategies and the allocation of burdens and benefits among
peoples and nations.

1.3.3 Scale of the future mitigation challenge
Future emission volumes and their trajectories are hard to estimate,
and there have been several intensive efforts to make these projec-
tions. Most such studies start with one or more 'business-as-usual
(BAU)" projections that show futures without further policy interven-
tions, along with scenarios that explore the effects of policies and sen-
sitivities to key variables. Chapter 5 looks in more detail at the long-
term historical trends in such emissions, and Chapter 6 examines the
varied models that are widely used to make emission projections.
Using the WGIII AR5 Scenario Database, comprised of those models
described in Chapter 6 (See Annex 11.10), Figure 1.9 also shows the
emission trajectories over the long sweep of history from 1750 through
the present and then projections out to 2100.

The long-term scenarios shown on Figure 1.9 illustrate the emissions
trajectories that would be needed to stabilize atmospheric concen-
trations of greenhouse gases at the equivalent of around 450 ppm
(430-480) and 550ppm (530-580) CO,eq by 2100. The scenarios
centered on 450 ppm CO,eq are likely (> 66 % chance) to avoid a rise
in temperature that exceeds 2 degrees above pre-industrial levels.
Scenarios reaching 550 ppm CO,eq have less than a 50% chance of
avoiding warming more than 2 degrees, and the probability of limit-
ing warming to 2 degrees further declines if there is significant over-
shoot of the 550ppm CO,eq concentration. It is important to note
that there is no precise relationship between such temperature goals
and the accumulation of emissions in the atmosphere largely because
the sensitivity of the climate system to changes in atmospheric con-
centrations is not known with precision. There is also uncertainty in
the speed at which future emissions will be net removed from the
atmosphere by natural processes since those processes are not per-
fectly understood. If removal processes are relatively rapid and climate
sensitivity is low, then a relatively large quantity of emissions might
lead to small changes in global climate. If those parameters prove to
have less favourable values then even modest increases in emissions
could have big impacts on climate. These uncertainties are addressed
in much more detail in WGI Chapter 12 and discussed in Chapter 6 of
this report as well. While these uncertainties in how the natural system
will respond are important, recent research suggests that a wide range
of uncertainties in social systems—such as the design of policies
and other institutional factors—are likely to be a much larger factor
in determining ultimate impacts on warming from human emissions
(Rogelj et al., 2013a; b).

Figure 1.9 underscores the scale of effort that would be needed to
move from BAU emissions to goals such as limiting warming to 2
degrees. The rapid rise in emissions since 1970 (left inset) is in stark
contrast with the rapid decline that would be needed over the com-
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ing century. Because it is practically difficult to orient policy around
very long term goals, the middle inset examines the coming few
decades—the period during which emissions would need to peak and
then decline if stabilization concentrations such as 450 or 550 ppm
CO,eq are to be achieved.

A variety of studies have probed whether national emission reduction
pledges, such as those made in the aftermath of the Copenhagen con-
ference, would be sufficient to put the planet on track to meet the 2
degree target (Den Elzen et al,, 2011; Rogel] et al., 2011). For example,
Den Elzen et al. (2011) found the gap between allowable emissions to
maintain a ‘medium’ chance (50-66 %) of meeting the 2 degree tar-
get and the total reduction estimated based on the pledges made at
and after COP 15, are as big as 2.6—7.7 GtCO,e in 2020; that analysis
assumed that countries would adopt least-cost strategies for mitiga-
tion emissions, but if less idealized scenarios are followed, then the
gap would be even larger. A large number of other studies also look
at the size of the gap between emission trajectories and the levels
needed to reach goals such as 2 degrees (Clarke et al., 2009; Cline,
2011; Yamaguchi, 2012). By logical extension, limiting warming to 1.5
degrees (or even 1 degree, as some governments and analysts suggest
should be the goal) is even more challenging. In a major inter-com-
parison of energy models, eight of 14 scenarios found that stabilizing
concentrations at 450 ppm CO,eq (which would be broadly consistent
with stabilizing warming at 2 degrees) would be achievable under
optimal conditions in which all countries participated immediately in
global regulation of emissions and if a temporary overshooting of the
450ppm goal were allowed (Clarke et al., 2009). As a general rule,
it is still difficult to assess scientifically whether the Cancun pledges
(which mainly concern the year 2020) are consistent with most long-
term stabilization scenarios because a wide range of long-term sce-
narios is compatible with a wide range of 2020 emissions; as time
progresses to 2030 and beyond, there is a tighter constraining rela-
tionship between allowable emissions and long-term stabilization
(Riahi et al., 2013). The middle inset in figure 1.9 shows those pledges
and suggests that they may be consistent with some scenarios that
stabilize concentrations at around 550ppm CO,eq but are inconsis-
tent with the least cost scenarios that would stabilize concentrations
at 450 ppm CO,eq.

There is no simple relationship between the next few decades and
long-term stabilization because lack of much mitigation in the next
decades can, in theory, be compensated by much more aggressive mit-
igation later in the century—if new zero- and negative-emission tech-
nologies become available for widespread use. That point is illustrated
in the upper right inset which shows how assumptions about the tim-
ing of mitigation and the availability of technologies affects a subset
of scenarios that stabilize concentrations between 450 ppm CO,eq and
550 ppm CO,eq. Least cost, optimal scenarios depart immediately from
BAU trajectories. However, such goals can be reached even if there
are delays in mitigation over the next two decades provided that new
technologies become available that allow for extremely rapid reduc-
tions globally in the decades immediately after the delay.
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Figure 1.9 | The scale of the mitigation effort needed. Main figure shows the sweep of history from 1750 to 2010 (actual emission estimates) and published projections out to
the future. Projections include baseline scenarios that do not assume new mitigation policies (grey shading), baseline scenarios that assume aggressive spread of energy efficiency
technologies and changes in behaviour (purple shading), mitigation scenarios that reach concentration levels of about 550 ppm CO,eq (yellow) and 450 ppm CO,eq (blue). (The
mitigation scenarios include those that assume optimal regulation over time and those with delays to 2030). The bottom left inset shows recent historical emissions and is the same
as Figure 1.3c. The top left inset shows the same scenarios from the main figure, but with more detail over the next few decades, including the relationship between the Cancun
pledges and the various stabilization scenarios. The top right panel looks instead at long-term patterns in emissions and explores the effects of delays to 2030. It focuses on a subset
of the mitigation scenarios from the main panel that are consistent with limiting atmospheric concentrations of CO, to about 450 ppm CO,eq to 500 ppm CO,eq—a goal broadly
consistent with limiting warming to about 2 degrees above pre-industrial levels by 2100 and thus a topic that many models have examined in some detail. The dark green fans
show model estimates for optimal least cost strategies for stabilization; light green fans show least cost mitigation with emissions that track baseline scenarios until 2030 and then
make deep cuts with the assumption that new technologies come into place. Chart also shows in light black a subset of scenarios based on the premise that very large quantities
of net negative emissions (about 40 GtCO,eq/yr by 2100) can be achieved and thus illustrate how assumptions of negative emissions technology may influence the expected time
path of emissions. The black scenarios, the output of just one model, entail substantial overshoot of concentrations before stabilization is achieved and unlikely to limit warming
to 2 degrees (see Chapter 6). Sources: Historical data drawn from EDGAR/IEA databases reported in IEA, 2012a See Annex I1.9; projections drawn from the WGIII AR5 Scenarios
Database described in greater detail in Annex 11.10; estimates of the impact of the Copenhagen pledges reported in Chapter 13.
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Determining the exact cost required to achieve any particular goal is
difficult because the models that are used to analyze emissions must
contend with many uncertainties about how the real world will evolve.
While the list of those uncertainties is long, the model outcomes are
particularly sensitive to five that are discussed in much more detail in
Chapter 6:

e Participation. Studies typically analyze scenarios in which all
nations participate with the same timing and level of effort, which
also probably leads to the least costly total level of effort. However,
a variety of ‘delayed participation’ scenarios are also analyzed, and
with delays it becomes more difficult (and costly) to meet mitiga-
tion goals (Bertram et al., 2013; Riahi et al., 2013; Rogel;j et al,,
2013b; Luderer et al., 2013).

e International institutions. Outcomes such as global participa-
tion will require effective institutions, such as international agree-
ments on emission reductions and schemes like international trad-
ing of emission offsets and financial transfers. If those institutions
prove difficult to create or less than optimally effective then global
mitigation goals are harder to reach.

e Technology. The least cost outcomes (and greatest ease in meet-
ing mitigation goals) require that all emission control technolo-
gies be available as quickly as possible. In many models, meeting
aggressive goals also requires the availability of negative emission
technologies—for example, power plants fired with biomass and
including carbon dioxide capture and storage. No such plant actu-
ally exists in the world today and with pessimistic assumptions
about the availability of such technologies it becomes much harder
or impossible to reach aggressive mitigation goals (Edenhofer
et al., 2010; Tavoni et al., 2012; Eom et al., 2013; Kriegler et al.,
2013).

e Economic growth. Typically, these models assume that if eco-
nomic growth is high then so are emissions (and, in some models,
so is the rate of technological innovation). Of course, in the real
world, countries can delink economic output and emissions, such
as through mitigation policy. More pessimistic assumptions about
growth can make emission goals easier to reach (because there is
a smaller gap between likely and desired emissions) or harder to
reach (because technologies will not be invented as quickly).

* Peak timing. Because long-term climate change is driven by the
accumulation of long-lived gases in the atmosphere (notably CO,),
these models are sensitive to the exact year at which emissions
peak before emission reductions slow and then stop accumulation
of carbon in the atmosphere. Models that allow for early peaks
create more flexibility for future years, but that early peak also
requires the early appearance of mitigation technologies. Later
peak years allow for delayed appearance of new technologies but
also require more aggressive efforts after the peak. Some models
also allow for an ‘overshoot’ of peak concentrations, which makes
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it easier for the model to reach long-term stabilization but lowers
the odds that stabilization will limit actual warming to a particular
target.

In general, only when the most flexible assumptions are made—such
as permission for some temporary overshooting of goals and allow-
ing models the maximum flexibility in the technologies that are uti-
lized—is the result a least cost outcome. Since AR4, the modeling com-
munity has devoted much more attention to varying those assumptions
to allow for less flexible assumptions that are typically better tuned
to real world difficulties. These more realistic assumptions are often
called ‘second best’ or 'less idealized'. At present, with the most flex-
ible idealized assumptions several models suggest that the goal of
reaching 2 degrees is feasible. With a variety of less ideal—but more
realistic—assumptions that goal is much more difficult to reach, and
many models find the goal infeasible or exceptionally expensive. These
practical difficulties suggest that while optimal analyses are interest-
ing, the real world may follow pathways that are probably more costly
and less environmentally effective than optimal outcomes. They are
also a reminder that such models are a portrayal of the world that
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is necessarily simplified and highly dependent on assumptions. There
can be many unforeseen changes that make such goals easier or more
difficult to reach. For example, unexpectedly high economic growth
and expansion of coal-fired electricity has raised emissions and made
goals harder to reach; unexpected innovations in renewables, energy
efficiency and natural gas are possibly making climate goals easier to
reach.

The importance of these real world approaches to analysis is illustrated
in Figure 1.10, which shows how different assumptions about energy
intensity (which is related to human behaviour) and the availability
of technologies affect the estimated total cost. Compared with costs
under default technology assumption, if energy intensity is assumed to
improve rapidly (Low El) the total cost for mitigating to 430—480 ppm
CO,eq (right boxplot) or 530-580 ppm CO,eq (left boxplot) then costs
are cut in half. (These low El scenarios are shown, as well, in purple
on Figure 1.9—they lead, systematically, to emissions that are signifi-
cantly lower than standard BAU scenarios.) Most studies that look at
technological and behavioural assumptions conclude that real-world
costs could be higher than typical, optimal estimates. For example, if
CCS technologies are not available then the cost of meeting 450 ppm
stabilization could be 1.5 times to 4 times greater than compared to
full CCS availability. Similarly, if there is limited bioenergy supply then
costs could be dramatically higher than standard least cost estimates.

1.4  Mitigation challenges

and strategies

While this report addresses a wide array of subjects related to climate
change, our central purpose is to discuss mitigation of emissions. The
chapters that follow will examine the challenges for mitigation in
more detail, but five are particularly notable. These challenges, in many
respects, are themes that will weave through this report and appear in
various chapters.

1.4.1 Reconciling priorities and achieving

sustainable development

Climate change is definitely one of the most serious challenges
human beings face. However, it is not the only challenge. For exam-
ple, a survey of the Millennium Development Goals (MDGs) offers
examples of the wider array of urgent priorities that governments
face. These goals, worked out in the context of the United Nations
Millennium Declaration in September 2000, cover eight broad areas
of development that span eradicating extreme poverty and hunger,
reducing child mortality, combating HIV/AIDS, malaria and other dis-
eases. Within those broad areas the MDGs include 18 specific tar-
gets. For example, halving, between 1990 and 2015, the proportion
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of people whose income is less than $1 a day, and halving, between
1990 and 2015, the proportion of people who suffer from hunger, are
among targets under the goal of eradicate extreme poverty and hun-
ger. (Since then, the official poverty level has been revise upwards to
$1.25/day by the World Bank.) MDGs are unquestionably the urgent
issues human beings should cope with immediately and globally.
Achieving such goals along with an even broader array of human
aspirations is what many governments mean by ‘sustainable devel-
opment’ as echoed in many multilateral statements such as the dec-
laration from the Rio +20 conference in 2012 (United Nations, 2012).

All countries, in different ways, seek sustainable development. Each
puts its priorities in different places. The need to make tradeoffs and
find synergies among priorities may be especially acute in the least
developed countries where resources are particularly scarce and
vulnerabilities to climate change are systematically higher than in
the rest of the world (see Box 1.1). Those priorities also vary over
time—something evident as immediate goals such as job creation
and economic growth have risen in salience in the wake of the global
financial crisis of the late 2000s. Moreover, sustainable development
requires tradeoffs and choices because resources are finite. There
have been many efforts to frame priorities and determine which of
the many topics on global agendas are most worthy. Making such
choices, which is a highly political process, requires looking not only
at the present but also posterity (Summers, 2007). Applying standard
techniques for making tradeoffs—for example, cost-benefit analy-
sis (CBA)—is extremely difficult in such settings, though the impor-
tance of CBA itself is well recognized (Sachs, 2004) (See Section 3.6).
Important goals, such as equity, are difficult to evaluate alongside
other goals that can more readily be monetized. Moreover, with cli-
mate change there are additional difficulties such as accounting for
low probability but high impact catastrophic damages and estimat-
ing the monetary value of non-market damages (Nussbaum, 2000;
Weitzman, 2009).

1.4.2 Uncertainty and risk management

The policy challenge in global climate change is one of risk manage-
ment under uncertainty. The control of emissions will impose costs on
national economies, but the exact amount is uncertain. Those costs
could prove much higher if, for example, policy instruments are not
designed to allow for flexibility. Or they could be much lower if tech-
nological innovation leads to much improved energy systems. Mind-
ful of these uncertainties, there is a substantial literature on how
policy design can help contain compliance costs, allowing policymak-
ers to adopt emission controls with greater confidence in their cost
(Metcalf, 2009).

Perhaps even more uncertain than the costs of mitigation are the
potential consequences of climate change. As reviewed elsewhere
in the IPCC assessment, there is growing recognition of the impor-
tance of considering outcomes at high magnitudes of climate change,
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which could lead to strong feedbacks and very large impacts—for
example, higher sea levels and substantial impacts on natural eco-
systems (IPCC, 2014 (forthcoming); see also WGI, Chapters 11-14
and Annex l). Investments in adaptation, which vary in their fea-
sibility, can help reduce exposure to climate impacts and may also
lessen uncertainty in the assessment of possible and probable impacts
(World Bank, 2010).

Since risks arise on both fronts—on the damages of climate change
and on the costs of mitigation responses—scholars often call this a
"risk-risk" problem. In the case of climate change, management in this
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context of risk and uncertainty must contend with another large chal-
lenge. Mitigation actions and effects of climate change involve a mul-
titude of actors working at many different levels, from individual firms
and NGOs to national policy to international coordination. The interest
of those different actors in undertaking climate change mitigation also
varies. Moreover, this multitude faces a large array of decisions and
can deploy many different instruments that interact in complex ways.
Chapter 2 explores the issues involved with this multitude of actors
and instruments. And Chapter 3 introduces a framework for analys-
ing the varied policy instruments that are deployed and assessing their
economic, ecological, ethical and other outcomes.

Box 1.1 | Least Developed Countries: mitigation challenges and opportunities

The Least Developed Countries (LDCs) consist of 49 countries

and over 850 million people, located primarily in Africa and
Asia—with 34 LDCs in Africa alone (UNFPA, 2011). These coun-
tries are characterised by low income (three-year average gross
national income per capita of less than USD 992), weak human
assets index (nutrition, health, school enrolment, and literacy),
and high economic vulnerability criterion (UNCTAD, 2012a).
Despite their continued marginalization in the global economy,
these countries’ economies grew at about 6 % per year from

2000 to 2008, largely stimulated by the strong pull-effect of the
Asian emerging economies (Cornia, 2011). However, the global
economic downturn and the worsening Eurozone crisis have had
an effect on most LDC economies. In 2011, LDCs grew by 4.2 %,
1.4 percentage lower than the preceding year, hence mirroring the
slowdown of growth worldwide (UNCTAD, 2012a). Many of the
traditional domestic handicaps remain as LDC economies continue
to be locked into highly volatile external transactions of commodi-
ties and low-productivity informal activities, having neither the
reserves nor the resources needed to cushion their economies and
adjust easily to negative shocks.

Regarding the social trends, LDCs as a group have registered
encouraging progress towards achieving some of the Millen-
nium Development Goals (MDGs), especially in primary school
enrolment, gender parity in primary school enrolment, HIV/AIDS
prevalence rates and the share of women in non-agricultural
wage employment (Sachs, 2012). However, poverty reduction
has been less successful; only four (of 33) LDCs are on track to
cut the incidence of extreme poverty to half 1990 levels by 2015
(UNCTAD, 2011). In line with this, the Istanbul Programme of
Action, adopted at the 4th UN Conference on the Least Developed
Countries (LDC-IV) highlighted the importance of building the
productive base of LDCs' economies and promoting the process
of structural transformation involving an increase in the share of
high productivity manufacturing and an increase in agricultural
productivity (UNCTAD, 2012b).
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The LDCs' continued reliance on climate-sensitive activities such
as agriculture means that adapting to climate change remains

a central focus of economic development. If climate changes
become acute the additional burden of adaptation could draw
resources away from other activities, such as mitigation. Alter-
natively, more acute attention to adaptation could help mobilize
additional efforts for mitigation within these countries and other
countries that are the world's largest emitters. The scientific
literature has not been able to determine exactly when and

how adaptation and mitigation are complementary or compet-
ing activities in LDCs; what is clear, however, is that meeting the
climate and development challenge entails integrating mitigation
and adaptation actions in the context of sustainable develop-
ment (Ayers and Hug, 2009; Martens et al., 2009; Moomaw and
Papa, 2012). In LDCs, like all other countries, investment in new
infrastructures offers the opportunity to avoid future GHG emis-
sions and lower mitigation costs (Bowen and Fankhauser, 2011).
Other emissions avoidance options are also available for LDCs in
areas of innovative urban development, improvements in material
productivity (Dittrich et al., 2012) and the application of enhanced
land use efficiency through intensified agricultural practices and
sustainable livestock management (Burney et al., 2010).

There could be significant additional costs associated with the
expansion of infrastructure in LDCs aimed at decoupling GHG
emissions and development. Paying these costs in countries with
extremely scarce resources could be a challenge (Krausmann

et al,, 2009). Moreover, the additional costs could deter private
investors in low carbon interventions, leaving the public sector
with additional burdens, at least in the short-term (UN DESA,
2009; Collier and Venables, 2012). For most LDC governments,
creating the conditions for accelerated economic growth and
broad-based improvements in human well-being will remain the
main driver of national development policies and could lead to the
perception—if not the reality—that development and mitigation
are conflicting goals.
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Scientific research on risk management has several implications for
managing the climate change problem. One is the need to invest in
research and assessment that can help reduce uncertainties. In relation
to climate change these uncertainties are pervasive and they involve
investments across many intellectual disciplines and activities, such as
engineering (related to controlling emissions) and the many fields of
climate science (related to understanding the risks of climate change).
In turn, these knowledge generating and assessment processes must
be linked to policy action in an iterative way so that policymakers can
act, learn, and adjust while implementing policy measures that are
‘robust’ across a variety of scenarios (McJeon et al.,, 2011). Another
major implication is the need to examine the possibilities of extreme
climate impacts. These so called ‘tail’ risks in climate impacts could
include relatively rapid changes in sea level, feedbacks from melting
permafrost that amplify the concentrations of greenhouse gases in the
atmosphere, or possibly a range of so far barely analyzed outcomes
(see generally Weitzman 2011). There are many options that could play
a role in these risk management strategies such as adaptation, rapid
deployment of low or negative emission technologies (e.g., nuclear,
advanced renewables, or bioenergy plants that store their emissions
underground) and geoengineering. Many of these options raise gover-
nance and risk management challenges of their own.

1.4.3 Encouraging international collective

action

Unlike many matters of national policy, a defining characteristic of the
climate change issue is that most of its sources are truly global. Nearly
all climate-altering gases have atmospheric lifetimes sufficiently long
that it does not matter where on the planet they are emitted. They
spread worldwide and affect the climate everywhere. Thus, national
governments develop their own individual policies with an eye to what
other nations are likely to do and how they might react (Victor, 2011).
Even the biggest emitters are mostly affected by emissions from other
countries rather than principally their own pollution. International col-
lective action is unavoidable.

As the level of ambition to manage the risks of climate change rises,
collective action can help governments achieve efficient and effective
outcomes in many ways. Those include not just coordination on poli-
cies to control emissions but also collective efforts to promote adap-
tation to climate change. International coordination is also needed to
share information about best practices in many areas. For example,
many of the promising options for reducing emissions involve changes
in behaviour; governments are learning which policies are most effec-
tive in promoting those changes and sharing that information more
widely can yield practical leverage on emissions (Aldy and Stavins,
2007; Dubash and Florini, 2011) (see also Chapter 13). Coordination
is also essential on matters of finance since many international goals
seek action by countries that are unwilling or unable to pay the cost
fully themselves (see Chapter 16) (WEF, 2011). Extremely short-lived
pollutants, such as soot, do not mix globally yet these, too, entrain
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many issues of international cooperation. Often this pollution moves
across regional borders. And coordination across borders can also help
promote diffusion of best practices to limit these pollution sources.

International cooperation, including financial transfers, can also help dif-
fuse knowledge and capabilities to countries as they adapt to the effects
of climate change (UNFCCC, 2008, 2012c; World Bank, 2010). Indeed, in
response to these many logics for international cooperation on mitiga-
tion and adaptation extensive intergovernmental and other coordinat-
ing efforts are under way (see Section 1.2.1.4 and also Chapter 13).

One of the central challenges in international cooperation is that while
national governments play central roles—for example, negotiating,
and implementing treaties—effective cooperation must also engage
a large number of other actors, notably in the private sector. Moreover,
governments and other actors cooperate not only at the global level
through universal forums such as the United Nations but also in a wide
array of regional forums. One result of these multiple processes that
entrain public institutions as well as private actors is decentralized and
overlapping systems for government (see Chapter 13).

1.4.4 Promoting investment and technological

change

Radical delinking of GDP growth with emissions will probably require
massive changes in technology. Achieving those changes will require
closer attention to policies that affect technology innovation and
deployment. Technologies vary in many ways—they have different
maturity stages and potential for improvement through ‘learning’;
they have different mitigation potentials and require different policy
responses in developing and developed countries. Many studies have
looked in detail at how this diversity of technology policy approaches
might influence emissions and climate policy in the future (UN DESA,
2009, 2011; WBCSD, 2009; IEA, 2012d).

Nearly all low GHG technology options share one commonality—a
shift in the cost structure of supplying energy services from operat-
ing/fuel costs to upfront capital costs. Thus policy options are particu-
larly focused on how to create credible assurances for investors who
pay these capital costs. Policies that reduce demand for energy—nota-
bly those that mobilize investments in energy efficiency in both end use
and supply—can play pivotal roles by limiting the total cost needed to
transform energy supplies. The rate at which these changes in energy
systems can occur is an important area of research. The high fixed cost
of infrastructures also create ‘lock-in" effects that help explain why it
is difficult to change real world emission patterns quickly (Davis et al.,
2010; IEA, 2012a).

International cooperation, finance, and technology transfer all have
important roles to play as a catalyst to accelerate technology prog-
ress at each stage in the lifecycle of a technology (see Chapter 13 on
international cooperation). Business plays a central role in this pro-
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cess of innovation and diffusion of technologies. For example, massive
improvements in wind turbine technology have arisen through coopera-
tion between innovators and manufacturers in many different markets.
Similarly, business has played central roles in innovating and applying
energy efficiency technologies and practices that can help cut costs
and allow higher profits and additional employment opportunities.
(ILO, 2012, 2013). Numerous studies indicate that it will be difficult to
achieve widely discussed goals such as limiting warming to 2 degrees
at least without drastic efficiency improvements (but also life style
changes) (UNECE, 2010; Huntington and Smith, 2011; OECD, 2011; IEA,
2012d; Riahi et al., 2012). Innovations are needed not just in technol-
ogy but also lifestyles and business practices that often evolve in tan-
dem with technology. For example, after the Fukushima Daiichi accident
in March 2011, changes in Japanese life style and behaviour curbed
nationwide domestic household electricity demand by 5% during the
winter 2011/12 compared with the previous year after accounting for
degree day differences (Ministry of Environment, Japan, 2012). Simi-
larly, electricity demand in the Tokyo area was around 10 % lower in the
summer 2011 than in 2010 and about 40 % of the reduction of demand
resulted from behavioural changes that allowed for greater conserva-
tion of electricity used for air-conditioning (Nishio and Ofuji, 2012).

As a practical matter, strategies for innovating and deploying new
technologies imply shifts in policy on many different fronts. In addition
to the role for businesses, the public sector has a large role to play in
affecting the underlying conditions that affect where and how firms
actually make long-lived and at times financially risky investments.
Those conditions include respect for contracts, a predictable and cred-
ible scheme for public policy, protection of intellectual property, and
relatively efficient mechanisms for creating contracts and resolving
disputes. These issues, explored in more detail in Chapter 16, are hardly
unique to climate change. In addition, there may be large roles for the
public sector in making public investments in basic technology that
the private sector, on its own, would not adequately provide—a topic
covered in more detail in Chapters 3.11 and 15.6.

1.4.5 Rising attention to adaptation

For a long time, nearly all climate policy has focused on mitigation.
Now, with some change in climate inevitable (and a lot more likely)
there has been a shift in emphasis to adaptation. While adaptation is
primarily the scope of WGII, there are important interactions between
mitigation and adaptation in the development of a mitigation strat-
egy. If it is expected that global mitigation efforts will be limited,
then adaptation will play a larger role in overall policy strategy. If it
is expected that countries (and natural ecosystems) will find adapta-
tion particularly difficult, then societies should become more heavily
invested in the efforts to mitigate emissions.

Mitigation and adaptation also have quite different implications for
collective action by nations. A strategy that relies heavily on mitigation

requires collective action because no nation, acting alone, can have
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much impact on the global concentration of GHGs. Even the biggest
nations account for only about one-quarter of global emissions. By
contrast, most activities relevant for adaptation are local—while they
may rely, at times, on international funding and know-how they imply
local expenditures and local benefits. The need for (and difficulty of)
achieving international collective action is perhaps less daunting than
for mitigation (Victor, 2011).

Developing the right balance between mitigation and adaptation
requires many tradeoffs and difficult choices (See WG Il Chapter 17 for
a more detailed discussion). In general, societies most at risk from cli-
mate change—and thus most in need of active adaptation—are those
that are least responsible for emissions. That insight arises, in part,
from the fact that as economies mature they yield much higher emis-
sions but they also shift to activities that are less sensitive to vagaries
of the climate. Other tradeoffs in striking the mitigation/adaptation
balance concern the allocation of resources among quite different
policy strategies. The world has spent more than 20 years of diplomatic
debate on questions of mitigation and has only more recently begun
extensive discussions and policy planning on the strategies needed for
adaptation. As a practical matter, the relevant policymakers also differ.
For mitigation many of the key actions hinge on international coordi-
nation and diplomacy. For adaptation the policymakers on the front
lines are, to a much greater degree, regional and local officials such
as managers of infrastructures that are vulnerable to extreme weather
and changes in sea level.

1.5 Roadmap for

WG lil report

The rest of this report is organized into five major sections.

First, Chapters 2—4 introduce fundamental concepts and framing
issues. Chapter 2 focuses on risk and uncertainty. Almost every aspect
of climate change—from the projection of emissions to impacts on
climate and human responses—is marked by a degree of uncertainty
and requires a strategy for managing risks; since AR4, a large number
of studies has focused on how risk management might be managed
where policies have effects at many different levels and on a diverse
array of actors. Scholars have also been able to tap into a rich literature
on how humans perceive (and respond to) different types of risks and
opportunities. Chapter 3 introduces major social, economic, and ethi-
cal concepts. Responding to the dangers of unchecked climate change
requires tradeoffs and thus demands clear metrics for identifying and
weighing different priorities of individuals and societies. Chapter 3
examines the many different cost and benefit metrics that are used for
this purpose along with varied ethical frameworks that are essential to
any full assessment. Chapter 4 continues that analysis by focusing on
the concept of ‘sustainable development'. The varied definitions and
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practices surrounding this concept reflect the many distinct efforts by
societies and the international community to manage tradeoffs and
synergies involved with economic growth, protection of the environ-
ment, social equity, justice and other goals.

Second, Chapters 5-6 put the sources of emissions and the scale of
the mitigation challenge into perspective. Chapter 5 evaluates the fac-
tors that determine patterns of anthropogenic emissions of GHGs and
particulate pollutants that affect climate. Chapter 6 looks at the suite
of computer models that simulate how these underlying driving forces
may change over time. Those models make it possible to project future
emission levels and assess the certainty of those projections; they also
allow evaluation of whether and how changes in technology, econ-
omy, behaviour and other factors could lower emissions as needed to
meet policy goals.

Third, Chapters 7-11 look in detail at the five sectors of economic activity
that are responsible for nearly all emissions. These sectors include energy
supply systems (Chapter 7), such as the systems that extract primary
energy and convert it into useful forms such as electricity and refined
petroleum products. While energy systems are ultimately responsible for
the largest share of anthropogenic emissions of climate gases, most of
those emissions ultimately come from other sectors, such as transporta-
tion, that make final use of energy carriers. Chapter 8 looks at trans-
portation, including passenger and freight systems. Chapter 9 examines
buildings and Chapter 10 is devoted to industry. Together, Chapters 7-10
cover the energy system as a whole. Chapter 11 focuses on agriculture,
forestry, and other land use (AFOLU), the only sector examined in this
study for which the majority of emissions are not rooted in the energy
system. Chapter 11 includes an appendix that delves in more detail into
the special issues related to bioenergy systems (Section 11.13).

Looking across Chapters 7-11 one major common theme is the con-
sideration and quantification of ‘co-benefits’ and 'adverse side-effects’
of mitigating climate change, i.e., effects that a policy or measure
aimed at one objective might have on other objectives. Measures lim-
iting emissions of GHGs or enhancing sinks often also yield other ben-
efits such as lowering the harmful health effects of local air pollution
or regional acidification when firms and individuals switch to less pol-
luting combustion technologies and fuels. But fuel switching from coal
to gas can have adverse side-effects on the jobs in the coal mining
industry. Although difficult to quantify, these co-benefits and adverse
side-effects often play a large role in evaluating the costs and benefits
of mitigation policies (see also Sections 3.6.3, 4.2, 4.8 and 6.6).

Often, this approach of looking sector-by-sector (and within each sector
at individual technologies, processes, and practices) is called ‘bottom
up’. That perspective, which is evident in Chapters 7-11 complements
the 'top down’ perspective of Chapters 5-6 in which emissions are
analyzed by looking at the whole economy of a nation or the planet.

Fourth, Chapter 12 looks at spatial planning since many emissions
are rooted in how humans live, such as the density of population and
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the infrastructure of cities. Matters of spatial planning are treated dis-
tinctly in this report because they are so fundamental to patterns of
emissions and the design and implementation of policy options.

Fifth, Chapters 13—16 look at the design and implementation of policy
options from a variety of perspectives. Chapter 13 concentrates on
the special issues that arise with international cooperation. Since no
nation accounts for more than about one-quarter of world emissions,
and economies are increasingly linked through trade and competition,
a large body of research has examined how national policies could be
coordinated through international agreements like the UN Framework
Convention on Climate Change and other mechanisms for coopera-
tion. Chapter 14 continues that analysis by focusing on regional coop-
eration and development patterns.

Chapter 15 looks at what has been learned within countries about the
design and implementation of policies. Nearly every chapter in this
study looks at an array of mitigation policies, including policies that
work through market forces as well as those that rely on other mecha-
nisms such as direct regulation. Chapter 15 looks across that experi-
ence at what has been learned.

Chapter 16, finally, looks at issues related to investment and finance.
The questions of who pays for mitigation and the mechanisms that can
mobilize needed investment capital are rising in prominence in inter-
national and national discussions about mitigation. Chapter 16 exam-
ines one of the most rapidly growing areas of scholarship and explores
the interaction between public institutions such as governments and
private firms and individuals that will ultimately make most decisions
that affect climate change mitigation. Among its themes is the central
role that financial risk management plays in determining the level and
allocation of investment financing.

1.6 Frequently Asked

Questions

FAQ 1.1 What is climate change mitigation?

The framework Convention on Climate Change (UNFCCC), in its
Article 1, defines climate change as: "a change of climate which is
attributed directly or indirectly to human activity that alters the com-
position of the global atmosphere and which is in addition to natu-
ral climate variability observed over comparable time periods”. The
UNFCCC thereby makes a distinction between climate change attrib-
utable to human activities altering the atmospheric composition, and
climate variability attributable to natural causes. The IPCC, in contrast,
defines climate change as “a change in the state of the climate that
can be identified (e.g., by using statistical tests) by changes in the
mean and/or the variability of its properties, and that persists for an
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extended period, typically decades or longer”, making no such dis-
tinction.

Climate Change Mitigation is a “human intervention to reduce the
sources or enhance the sinks of greenhouse gases” (GHG) (See Glos-
sary (Annex I)). The ultimate goal of mitigation (per Article 2 of the
UNFCCCQ) is preventing dangerous anthropogenic interference with
the climate system within a time frame to allow ecosystems to adapt,
to ensure food production is not threatened and to enable economic
development to proceed in a sustainable manner.
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FAQ 1.2 What causes GHG emissions?

Anthropogenic GHGs come from many sources of carbon dioxide
(CO,), methane (CH,), nitrous oxide (N,0), and fluorinated gases (HFCs,
PFCs and SF,). CO, makes the largest contribution to global GHG emis-
sions; fluorinated gases (F-gases) contribute only a few per cent. The
largest source of CO, is combustion of fossil fuels in energy conver-
sion systems like boilers in electric power plants, engines in aircraft
and automobiles, and in cooking and heating within homes and busi-
nesses. While most GHGs come from fossil fuel combustion, about one
third comes from other activities like agriculture (mainly CH, and N,0),
deforestation (mainly CO,), fossil fuel production (mainly CH,) indus-
trial processes (mainly CO,, N,0 and F-gases) and municipal waste and
wastewater (mainly CH,). (See 1.3.1)



Chapter 1

References

Abbott K.W., R.O. Keohane, A. Moravcsik, A.-M. Slaughter, and D. Snidal
(2000). The concept of legalization. International Organization 54, 401-419.
doi: 10.1162/002081800551271.

ADB (2009). /mproving Energy Security and Reducing Carbon Intensity in
Asia and the Pacific. Asian Development Bank, Manila, Philippines, ISBN:
978-971-561-843-4.

ADB (2010). Asian Development Outlook 2010 Update: The Future of Growth
in Asia. Asian Development Bank, Mandaluyong City, Philippines, ISBN:
978-92-9092-156-1.

ADB, UNEP, and UNESCAP (2012). Green Growth, Resources and Resilience:
Environmental Sustainability in Asia and the Pacific. United Nations and Asian
Development Bank, Bangkok, Thailand, ISBN: 978-92-1-120635-7.

Aichele R., and G. Felbermayr (2012). Kyoto and the carbon footprint of nations.
Journal of Environmental Economics and Management 63, 336—354. doi:
10.1016/j.jeem.2011.10.005, ISSN: 0095-0696.

Akimoto K., F. Sano, T. Homma, K. Tokushige, M. Nagashima, and T. Tomoda
(2013). Assessment of the emission reduction target of halving CO, emissions
by 2050: macro-factors analysis and model analysis under newly developed
socio-economic scenarios. Energy Strategy Review forthcoming. doi: 10.1016/
j.esr.2013.06.002.

Aldy J.E., and R.N. Stavins (Eds.) (2007). Architectures for Agreement. Cambridge
University Press, Cambridge, UK, ISBN: 9780521871631.

Aleklett K., M. Hook, K. Jakobsson, M. Lardelli, S. Snowden, and B. Soder-
bergh (2010). The peak of the oil age—Analyzing the world oil production
reference scenario in World Energy Outlook 2008. Energy 38, 1398—1414. doi:
10.1016/j.enpol.2009.11.021.

Alter K.J., and S. Meunier (2009). The politics of international regime complexity.
Perspectives on Politics 7, 13—24. doi: 10.1017/51537592709090033.

Andres R.J., T.A. Boden, F.M. Breon, P. Ciais, S. Davis, D. Erickson, J.S. Gregg, A.
Jacobson, G. Marland, J. Miller, T. Oda, J. G.J. Olivier, M.R. Raupach, P. Rayner,
and K. Treanton (2012). A synthesis of carbon dioxide emissions from fossil-fuel
combustion. Biogeosciences 9, 1845-1871. doi: 10.5194/bg-9-1845-2012.

Ausubel J.H., I.K. Wernick, and P.E. Waggoner (2013). Peak farmland and the
prospect for land sparing. Population and Development Review 38, 221-242.
doi: 10.1111/].1728-4457.2013.00561.%, ISSN: 1728-4457.

Ayers J.M., and S. Huq (2009). The value of linking mitigation and adaptation: A case
study of Bangladesh. Environmental Management 43, 753-764. doi: 10.1007/
500267-008-9223-2.

Bacchus J., D. Esty, G.C. Hufbauer, R. Lawrence, J.P. Lehman, B. Leycegui,
R. Melendez-Ortiz, and D. Victor (2010). From Collision to Vision: Climate
Change and World Trade. Ad Hoc Working Group on Trade and Climate Change,
World Economic Forum, Geneva, Switzerland. Available at: www3.weforum.
org/docs/WEF_ClimateChange_WorldTradeDiscussionPaper_2010.pdf.

Bertram C., N. Johnson, G. Luderer, K. Riahi, M. Isaac, and J. Eom (2013). Car-
bon lock-in through capital stock inertia associated with weak near-term cli-
mate policies. Technological Forecasting and Social Change forthcoming. doi:
10.1016/j.techfore.2013.10.001, ISSN: 0040-1625.

Bohringer C., and A. Keller (2013). Energy Security: An Impact Assessment of
the EU Climate and Energy Package. Copenhagen Consensus Center, ISBN:
978-87-92795-02-1.

Introductory Chapter

Bond T.C,, S.J. Doherty, D.W. Fahey, P.M. Forster, T. Berntsen, B.J. DeAngelo,
M.G. Flanner, S. Ghan, B. Kércher, D. Koch, S. Kinne, Y. Kondo, P.K. Quinn,
M.C. Sarofim, M.G. Schultz, M. Schulz, C. Venkataraman, H. Zhang, S.
Zhang, N. Bellouin, S.K. Guttikunda, P.K. Hopke, M.Z. Jacobson, J.W. Kai-
ser, Z. Klimont, U. Lohmann, J.P. Schwarz, D. Shindell, T. Storelvmo, S.G.
Warren, and C.S. Zender (2013). Bounding the role of black carbon in the
climate system: A scientific assessment. Journal of Geophysical Research: Atmo-
spheres 118, 5380-5552. doi: 10.1002/jgrd.50171, ISSN: 2169-8996.

Botzen W.J.W., J.M. Gowdy, and J.C.J.M. van den Bergh (2008). Cumulative
CO, emissions: Shifting international responsibilities for climate debt. Climate
Policy 8, 569-576. doi: 10.3763/cpol.2008.0539.

Boussena S., and C. Locatelli (2013). Energy institutional and organisational
changes in EU and Russia: Revisiting gas relations. Energy Policy 55, 180—189.
doi: 10.1016/j.enpol.2012.11.052, ISSN: 0301-4215.

Bowen A., and S. Fankhauser (2011). Low carbon development for Least Devel-
oped Countries. World Economics 12, 145-162. ISSN: 1468-1838.

Bowen A., P.M. Forster, A. Gouldson, K. Hubacek, R. Martin, D.W. O'Neill, A.
Rap, and J. Alexandru (2009). The Implications of the Economic Slowdown for
Greenhouse Gas Emissions and Targets. Centre for Climate Change Economics
and Policy, London, UK. Available at: https://www.Ise.ac.uk/collections/CCCEP/
pdf/Working%20Paper%?2011 %20-%20Bowen%20et%20al.%202009x.pdf.

Brewer T.L. (2010). Trade policies and climate change policies: a rapidly expanding
joint agenda. The World Economy 33, 799-809. doi: 10.1111/j.1467-9701.20
10.01284.x.

Burney J.A., S.J. Davis, and D.B. Lobell (2010). Greenhouse gas mitigation by
agricultural intensification. Proceedings of the National Academy of Sciences
107, 12052-12057. doi: 10.1073/pnas.0914216107.

Buthe T., and W. Mattli (2011). The New Global Rulers: The Privatization of Requ-
lation in the World Economy. Princeton University Press, Princeton, New Jersey,
ISBN: 9780691157979.

Caldeira K., and S.J. Davis (2011). Accounting for carbon dioxide emissions: A
matter of time. Proceedings of the National Academy of Sciences of the United
States of America 108, 8533—8534. doi: 10.1073/pnas.1106517108.

Chakravarty S., A. Chikkatur, H. de Coninck, S. Pacala, R. Socolow, and M.
Tavoni (2009). Sharing global CO, emissions reductions among one bil-
lion high emitters. Proceedings of the National Academy of Sciences 106,
11884-11888. doi: 10.1073/pnas.0905232106.

Chandler W., T.J. Secrest, J. Logan, R. Schaeffer, A.S. Szklo, M.E. Schuler,
D. Zhou, K. Zhang, Y. Zhu, H. Xu, P.R. Shukla, F. Tudela, O. Davidson, S.
Mwakasonda, R. Spalding-Fecher, H. Winkler, P. Mukheibir, and S. Alpan-
Atamer (2002). Climate Change Mitigation in Developing Countries: Brazil,
China, India, Mexico, South Africa, and Turkey. Center for Climate and Energy
Solutions, Arlington, VA. Available at: http://www.c2es.org/docUploads/dev_
mitigation.pdf.

Clarke L., J. Edmonds, V. Krey, R. Richels, S. Rose, and M. Tavoni (2009). Inter-
national climate policy architectures: Overview of the EMF 22 International
Scenarios. Energy Economics 31, $64—S81. doi: 10.1016/j.enec0.2009.10.013.

Cline W.R. (2011). Carbon Abatement Costs and Climate Change Finance.
Peterson Institute for International Economics, Washington, DC, ISBN:
978-0-88132-607-9.

Collier P., and A.J. Venables (2012). Greening Africa? Technologies, endowments
and the latecomer effect. Energy Economics 34, S75-S84. doi: 10.1016/j.
eneco.2012.08.035.

143



http://www3.weforum.org/docs/WEF_ClimateChange_WorldTradeDiscussionPaper_2010.pdf
http://www3.weforum.org/docs/WEF_ClimateChange_WorldTradeDiscussionPaper_2010.pdf
https://www.lse.ac.uk/collections/CCCEP/pdf/Working%20Paper%2011%20-%20Bowen%20et%20al.%202009x.pdf
https://www.lse.ac.uk/collections/CCCEP/pdf/Working%20Paper%2011%20-%20Bowen%20et%20al.%202009x.pdf
http://www.c2es.org/docUploads/dev_mitigation.pdf
http://www.c2es.org/docUploads/dev_mitigation.pdf

Introductory Chapter

Cornia G. (2011). Developing the poorest countries: ney ideas from the 2010 UNC-
TAD LDC Report. European Journal of Development Research 23, 12—16. doi:
10.1057/€jdr.2010.60.

Daniel J.S., S. Solomon, T.J. Sanford, M. McFarland, J.S. Fuglestvedt, and P.
Friedlingstein (2012). Limitations of single-basket trading: Lessons from the
Montreal Protocol for climate policy. Climatic Change 111, 241-248. doi: 10.10
07/510584-011-0136-3, ISSN: 0165-0009, 1573—1480.

Davis S.J., and K. Caldeira (2010). Consumption-Based accounting of CO, emis-
sions. Proceedings of the National Academy of Sciences 107, 5687-5692. doi:
10.1073/pnas.0906974107.

Davis S.J., K. Caldeira, and H.D. Matthews (2010). Future CO, emissions and
climate change from existing energy infrastructure. Science 329, 1330-1333.
doi: 10.1126/science.1188566, ISSN: 0036-8075, 1095-9203.

Delucchi M.A. (2010). Impact of biofuels on climate change, water use, and land
use. Annals of the New York Academy of Sciences 1195, 28—45. doi: 10.1111/j
.1749-6632.2010.05457 x.

Dittrich M., S. Bringezu, and H. Schiitz (2012). The physical dimension of inter-
national trade, part 2: Indirect global resource flows between 1962 and 2005.
Ecological Economics 79, 32-43. doi: 10.1016/j.ecolecon.2012.04.014.

Downs G.W., D.M. Rocke, and P.N. Barsoom (1996). Is the good news about
compliance good neys about cooperation? International Organization 50,
379-406. doi: 10.1017/50020818300033427.

Dubash N.K., and A. Florini (2011). Mapping global energy governance. Global
Policy 2, 6-18. doi: 10.1111/j.1758-5899.2011.00119.%, ISSN: 1758-5899.
Dulal H.B., and S. Akbar (2013). Greenhouse gas emission reduction options
for cities: Finding the “Coincidence of Agendas” between local priorities and
climate change mitigation objectives. Habitat International 38, 100—105. doi:

10.1016/j.habitatint.2012.05.001, ISSN: 0197-3975.

Edenhofer O., B. Knopf, T. Barker, L. Baumstark, E. Bellevrat, B. Chateau,
P. Criqui, M. Isaac, A. Kitous, S. Kypreos, M. Leimbach, K. Lessmann,
B. Magne, S. Scrieciu, H. Turton, and D.P. van Vuuren (2010). The econom-
ics of low stabilization: Model comparison of mitigation strategies and costs.
The Energy Journal 31, 11-48. doi: 10.5547/1SSN0195-6574-EJ-Vol31-NoSI-2,
ISSN: 01956574.

EIA (2013a). Electric Power Annual 2011—Table 1.1 Total Electric Power Industry
Summary Statistics. U.S. Department of Energy, Washington, DC. Available at:
http://www.eia.gov/electricity/annual/html/epa_01_01.html.

EIA (2013b). Electric Power Annual 2011—Table 1.2 Summary Statistics for the
United States. U.S. Department of Energy, Washington, DC. Available at:
http://www.eia.gov/electricity/annual/html/epa_01_02.html.

EIA (2013c). Annual Energy Outlook 2013. U.S. Department of Energy, Washington,
DC.

EIA (2013d). Short-Term Energy and Winter Fuels Outlook. U.S. Department of
Energy, Washington, DC. Available at: http://www.eia.gov/forecasts/steo/
pdf/steo_full.pdf.

Den Elzen M.G.J., A.F. Hof, and M. Roelfsema (2011). The emissions gap
between the Copenhagen pledges and the 2 °C climate goal: options for clos-
ing and risks that could widen the gap. Global Environmental Change 21,
733-743. doi: 10.1016/j.gloenvcha.2011.01.006.

Den Elzen M.G.J., J.G.J. Olivier, N. Hohne, and G. Janssens-Maenhout (2013).
Countries’ contributions to climate change: effect of accounting for all green-
house gases, recent trends, basic needs and technological progress. Climatic
Change, 1-16. doi: 10.1007/s10584-013-0865-6, ISSN: 0165-0009, 1573—1480.

144

Chapter 1

Eom J,, J. Edmonds, V. Krey, N. Johnson, T. Longden, G. Luderer, K. Riahi, and
D.P.V. Vuuren (2013). The impact of near-term climate policy choices on tech-
nology and emissions transition pathways. Technological Forecasting and Social
Change.

EPRI (2011). Estimating the Costs and Benefits of the Smart Grid: A Preliminary Esti-
mate of the Investment Requirements and the Resultant Benefits of a Fully Func-
tioning Smart Grid. Electric Power Research Institute, Palo Alto, CA. Available
at:  http://www.epri.com/abstracts/Pages/ProductAbstract.aspx?Productld=
000000000001022519.

EWG (Energy Watch Group) (2006). Uranium Resources and Nuclear Energy.
Ludwig Bolkow Systemtechnik GmbH, Ottobrunn/ Aachen, Germany. Avail-
able at: http://www.lbst.de/ressources/docs2006/EWG-paper_1-06_Uranium-
Resources-Nuclear-Energy_03DEC2006.pdf.

Fuglestvedt J., T. Berntsen, V. Eyring, |. Isaksen, D.S. Lee, and R. Sausen
(2009). Shipping emissions: from cooling to warming of climate—and reduc-
ing impacts on health. Environmental Science & Technology 43, 9057—-9062.
doi: 10.1021/es901944r, ISSN: 0013-936X.

Fuglestvedt J.S., K.P. Shine, T. Berntsen, J. Cook, D.S. Lee, A. Stenke, R.B.
Skeie, G.J.M. Velders, and I.A. Waitz (2010). Metrics transport impacts
on atmosphere and climate. Atmospheric Environment 44, 4648—4677. doi:
10.1016/j.atmosenv.2009.04.044.

G8 Leaders (2009). Responsible Leadership for a Sustainable Future. G8 Summit,
L'Aquila, Italy. Available at: http://www.g8.utoronto.ca/summit/2009laquila/.

Ganten D., A. Haines, and R. Souhami (2010). Health co-benefits of policies
to tackle climate change. The Lancet 376, 1802-1804. doi: 10.1016/S0140-
6736(10)62139-3, ISSN: 01406736.

Gardiner S.M. (2010). Is “arming the future” with geoengineering really the lesser
evil? Some doubts about the ethics of intentionally manipulating the climate
system. In: Climate Ethics: Essential Readings. S. Gardiner, S. Caney, D. Jamie-
son, H. Shue, (eds.), Oxford University Press, New York, NY, pp. 284—-314. ISBN:
978-0-19-539961-5.

Garnaut R. (2011). Weighing The Cost and Benefits of Climate Change Action. Minis-
try for Climate Change and Energy Efficiency, Melbourne, Australia. Available at:
http://www.garnautreview.org.au/update-2011/update-papers/up1-weighing-
costs-benefits-climate-change-action.pdf.

Garrett G. (2010). G2 in G20: China, the United States and the world after the
global financial crisis. Global Policy 1, 29-39. doi: 10.1111/}.1758-5899.200
9.00014.x.

GEA (2012). Global Energy Assessment: Toward a Sustainable Future. Cambridge
University Press and the International Institute for Applied Systems Analysis,
Cambridge, UK and New York, NY USA and Laxenburg, Austria, 1882 pp. ISBN:
9781107005198.

Global CCS Institute (2012). The Global Status of CCS: 2012. Global CCS Institute,
Canberra, Australia, ISBN: 978-0-9871863-1-7.

Gnamus A. (2009). Comparative Report on S&T Cooperation of the ERA Coun-
tries with Brazil, India and Russia. European Commission, Joint Research
Centre—Institute for Prospective Technological Studies, Luxembourg, ISBN:
978-92-79-21877-4.

Government of India (2009). Jawaharlal Nehru National Solar Mission: Towards
Building SOLAR INDIA. Government of India. Available at: http://www.mnre.
gov.in/file-manager/UserFiles/mission_document_JNNSM.pdf.


http://www.eia.gov/electricity/annual/html/epa_01_01.html
http://www.eia.gov/electricity/annual/html/epa_01_02.html
http://www.eia.gov/forecasts/steo/pdf/steo_full.pdf
http://www.eia.gov/forecasts/steo/pdf/steo_full.pdf
http://www.epri.com/abstracts/Pages/ProductAbstract.aspx?ProductId=000000000001022519
http://www.epri.com/abstracts/Pages/ProductAbstract.aspx?ProductId=000000000001022519
http://www.lbst.de/ressources/docs2006/EWG-paper_1-06_Uranium-Resources-Nuclear-Energy_03DEC2006.pdf
http://www.lbst.de/ressources/docs2006/EWG-paper_1-06_Uranium-Resources-Nuclear-Energy_03DEC2006.pdf
http://www.g8.utoronto.ca/summit/2009laquila/
http://www.garnautreview.org.au/update-2011/update-papers/up1-weighing-costs-benefits-climate-change-action.pdf
http://www.garnautreview.org.au/update-2011/update-papers/up1-weighing-costs-benefits-climate-change-action.pdf
http://www.mnre.gov.in/file-manager/UserFiles/mission_document_JNNSM.pdf
http://www.mnre.gov.in/file-manager/UserFiles/mission_document_JNNSM.pdf

Chapter 1

Groosman B., N.Z. Muller, and E. O'Neill-Toy (2011). The ancillary benefits
from climate policy in the United States. Environmental and Resource Eco-
nomics 50, 585-603. doi: 10.1007/s10640-011-9483-9, ISSN: 0924-6460,
1573-1502.

Gunther E., H. Hoppe, and K. Laitenberger (2012). Competitiveness of Nations
and Environmental Protection. doi: 10.2139/ssr.2145420.

Guo J. (2011). On China’s energy saving and emission reduction and international
law analysis about global climate change. Energy Procedia 5, 2568-2575. doi:
10.1016/j.egypro.2011.03.441.

Hafner-Burton E.M., D.G. Victor, and Y. Lupu (2012). Political science research
on international law: the state of the field. American Journal of International
Law 106, 47-97. doi: 10.5305/amerjintelaw.106.1.0047.

Haines A. (2012). Health benefits of a low carbon economy. Public Health 126,
Supplement 1, 33—39. doi: 10.1016/j.puhe.2012.05.020, ISSN: 0033-3506.
Heinberg R., and D. Fridley (2010). The end of cheap coal. Nature 468, 367—369.

doi: 10.1038/468367a.

Helm D. (2012). The Carbon Crunch: How We're Getting Climate Change Wrong-
-and How to Fix It. Yale University Press, New Haven and London, ISBN:
9780300186598.

Hirsch R.L., R. Bezdek, and R. Wendling (2006). Peaking of World Oil Production:
Impacts, Mitigation, & Risk Management. Nova Science Publishers, New York,
NY, 105 pp. ISBN: 9781600210532.

Hoéhne N., H. Blum, J. Fuglestvedt, R.B. Skeie, A. Kurosawa, G. Hu, J. Lowe, L.
Gohar, B. Matthews, A.C. Nioac de Salles, and C. Ellermann (2011). Contri-
butions of Individual Countries’ Emissions to Climate Change and Their Uncer-
tainty. Climatic Change 106, 359-391. doi: 10.1007/s10584-010-9930-6,
ISSN: 0165-0009, 1573—1480.

Holdren J.P.,, and P.R. Ehrlich (1974). Human population and the global envi-
ronment. American Scientist 62, 282-292. Available at: http://www.jstor.org/
stable/27844882.

Houghton R., J.I. House, J. Pongratz, G.R. van der Werf, R.S. DeFries, M.C.
Hansen, C. Le Quere, and N. Ramankutty (2012). Carbon emissions
from land use and land-cover change. Biogeosciences 9, 5125-5142. doi:
10.5194/bg-9-5125-2012.

Houser T., R. Bradley, B. Childs, J. Werksman, and R. Heilmayr (2008). Level-
ing The Carbon Playing Field: International Competition and U.S. Climate Policy
Design. Peterson Institute for International Economics & World Resources Insti-
tute, Washington, DC, ISBN: 978-0-88132-420-4.

Howells M., S. Hermann, M. Welsch, M. Bazilian, R. Segerstrom, T. Alfstad, D.
Gielen, H. Rogner, G. Fischer, H. van Velthuizen, D. Wiberg, C. Young, R.A.
Roehrl, A. Mueller, P. Steduto, and I. Ramma (2013). Integrated analysis of
climate change, land-use, energy and water strategies. Nature Climate Change
3, 621-626. doi: 10.1038/nclimate1789, ISSN: 1758-678X.

Hu Y., and C. Rodriguez Monroy (2012). Chinese Energy and Climate Policies
After Durban: Save the Kyoto Protocol. Renewable and Sustainable Energy
Reviews 16, 3243-3250. doi: 10.1016/j.rser.2012.02.048.

Huntington H., and E. Smith (2011). Mitigation climate change through energy
efficiency: an introduction and overviey. The Energy Journal 32, 1-6. doi:
10.5547/ISSN0195-6574-EJ-Vol33-SI1-1.

IAEA (2011). Nuclear Technology Review 2011. International Atomic Energy Agency,
Vienna, Austria, 102 pp.Available at: http://www.iaea.org/Publications/Reports/
ntr2011.pdf.

Introductory Chapter

IEA (2007). Energy Security and Climate Policy: Assessing Interactions. IEA/OECD,
Paris, France, ISBN: 92-64-10993-5—2007.

IEA (2010a). World Energy Outlook 2010. |EA/OECD, Paris, France, ISBN:
978-92-64-08624-1.

IEA (2010b). Energy Technology Perspectives 2010—Scenarios & Strategies to
2050. |IEA/OECD, Paris, France, ISBN: 978-92-64-08597-8.

IEA (2010c). Transforming Global Markets for Clean Energy Products: Energy Effi-
cient Equipment, Vehicles and Solar Photovoltaics. |EA/OECD, Paris, France.
Available at: http://www.iea.org/publications/freepublications/publication/
global_market_transformation.pdf.

IEA (2011a). World Energy Outlook 2011. |EA/OECD, Paris, France, ISBN:
978-92-64-12413-4.

IEA (2011b). Climate & Electricity Annual 2011—Data and Analyses. |[EA/OECD,
Paris, France, ISBN: 978-92-64-11154-7.

IEA (2012a). World Energy Outlook 2012. |EA/OECD, Paris, France, ISBN:
9789264181342.

IEA (2012b). CO, Emissions from Fuel Combustion, 2012 Edition. OECD/IEA, Paris,
France, 136 pp. Available at: http://www.iea.org/publications/freepublications/
publication/CO2emissionfromfuelcombustionHIGHLIGHTS. pdif.

IEA (2012c). World Energy Statistics and Balances (October 2012 edition). /EA
World Energy Statistics and Balances (database). doi: 10.1787/enestats-data-
en, ISSN: 1683-4240.

IEA (2012d). Energy Technology Perspectives 2012: Pathways to a Clean Energy
System. IEA/OECD, Paris, France, ISBN: 978-92-64-17488-7.

IEA (2013). Redrawing the Energy-Climate Map: World Energy Outlook Special
Report. OECD/IEA, Paris, 132 pp.

ILO (2012). Working towards Sustainable Development: Opportunities for Decent
Work and Social Inclusion in a Green Economy. International Labour Organiza-
tion, Geneva, Switzerland, ISBN: 978-92-2-126379-1.

ILO (2013). Report V—Sustainable development, decent work and green jobs.
International Labour Organization, Geneva, Switzerland.

IMF (2009). Global Financial Stability Report: Responding to the Financial Crisis and
Measuring Systemic Risk. International Monetary Fund, Washington, DC, ISBN:
78-1-58906-809-4.

IMF (2011). World Economic Outlook Database September 2011. World Eco-
nomic and Financial Surveys. Available at: http://www.imf.org/exter-
nal/pubs/ft/weo/2011/02/weodata/index.aspx.

IMF (2013a). International Financial Statistics Database. International Monetary
Fund. Accessed August, 2013, at: http://elibrary-data.imf.org/FindDataReports.
aspx?d=33061&e=169393

IMF (2013b). World Economic Outlook—Hopes, Realities, Risks. International Mon-
etary Fund, Washington, DC, 204 pp. ISBN: 978-1-61635-555-5.

IPCC (1990a). Climate Change: The IPCC Response Strategies. Contribution of Work-
ing Group Il to the Intergovernmental Panel on Climate Change First Assess-
ment Report [).T. Houghton, G.J. Jenkins and JJ. Ephraums (eds.)]. Cambridge
University Press, Cambridge, UK and New York, NY USA, 330 pp. Available at:
http://www.ipcc.ch/ipccreports/far/wg_lIl/ipcc_far_wg_IIl_full_report.pdf.

IPCC (1990b). Climate Change: The IPCC Scientific Assessment. Contribution
of Working Group | to the Intergovernmental Panel on Climate Change First
Assessment Report [).T. Houghton, G.J. Jenkins and J.J. Ephraums (eds.)]. Cam-
bridge University Press, Cambridge, UK and New York, NY USA, 410 pp. ISBN:
0521407206.

145



http://www.jstor.org/stable/27844882
http://www.jstor.org/stable/27844882
http://www.iaea.org/Publications/Reports/ntr2011.pdf
http://www.iaea.org/Publications/Reports/ntr2011.pdf
http://www.iea.org/publications/freepublications/publication/global_market_transformation.pdf
http://www.iea.org/publications/freepublications/publication/global_market_transformation.pdf
http://www.iea.org/publications/freepublications/publication/CO2emissionfromfuelcombustionHIGHLIGHTS.pdf
http://www.iea.org/publications/freepublications/publication/CO2emissionfromfuelcombustionHIGHLIGHTS.pdf
http://www.imf.org/external/pubs/ft/weo/2011/02/weodata/index.aspx
http://www.imf.org/external/pubs/ft/weo/2011/02/weodata/index.aspx
http://elibrary-data.imf.org/FindDataReports.aspx?d=33061&e=169393
http://elibrary-data.imf.org/FindDataReports.aspx?d=33061&e=169393
http://www.ipcc.ch/ipccreports/far/wg_III/ipcc_far_wg_III_full_report.pdf

Introductory Chapter

IPCC (1995). Climate Change 1995: The Science of Climate Change. Contribution
of Working Group | to the Second Assessment Report of the Intergovernmen-
tal Panel on Climate Change [).T. Houghton, L.G. Meira Filho, B.A. Callander,
N. Harris, A. Kattenberg, K. Maskell (eds.)]. Cambridge University Press, Cam-
bridge, UK and New York, NY USA, ISBN: 0 521 56436 0.

IPCC (1996). Revised 1996 IPCC Guidelines for National Greenhouse Gas Inven-
tories [J.T. Houghton, L.G. Meira Filho, B. Lim, K. Treanton, I. Mamaty, Y. Bon-
duki, D.J. Griggs, B.A. Callender (eds.)]. IPCC, Geneva, Switzerland. Available at:
http://www.ipcc-nggip.iges.or.jp/public/gl/invs1.html.

IPCC (2007a). Climate Change 2007: Mitigation of Climate Change: Contribution
of Working Group Ill to the Fourth Assessment Report of the Intergovernmen-
tal Panel on Climate Change [B. Metz, O.R. Davidson, P.R. Bosch, R. Dave, L.A.
Meyer (eds.)]. Cambridge University Press, Cambridge, UK and New York, NY
USA, 862pp. ISBN: 978 0521 70598 1.

IPCC (2007b). Climate Change 2007: Impacts, Adaptation and Vulnerability. Contri-
bution of Working Group Il to the Fourth Assessment Report of the Intergovern-
mental Panel on Climate Change [M.L. Parry, O.F. Canziani, J.P. Palutikof, P.J. van
Der Linden and C.E. Hanson (eds.)]. Cambridge University Press, Cambridge, UK
and New York, NY USA, 976 pp. ISBN: 978 0521 70597 4.

IPCC (2007c¢). Climate Change 2007: The Physical Science Basis. Contribution of
Working Group | to the Fourth Assessment Report of the Intergovernmental
Panel on Climate Change [Solomon, S., D. Qin, M. Manning, Z. Chen, M. Mar-
quis, K.B. Averyt, M. Tignor and H.L. Miller (eds.)]. Cambridge University Press,
Cambridge, UK and New York, NY USA, 1009pp. ISBN: 978 0521 70596 7.

IPCC (2009). Meeting Report of the Expert Meeting on the Science of Alternative
Metrics. In: Plattner G-K, Stocker T, Midgley P, Tignor M (eds). IPCC Working
Group | Technical Support Unit, University of Bern, Bern, Switzerland. 75 pp.

IPCC (2011). /PCC Special Report on Renewable Energy Sources and Climate
Change Mitigation. Prepared by Working Group Il of the Intergovernmen-
tal Panel on Climate Change [O. Edenhofer, R. Pichs-Madruga, Y. Sokona,
K. Seyboth, P. Matschoss, S. Kadner, T. Zwickel, P. Eickemeier, G. Hansen, S.
Schldmer, C. von Stechow (eds.)]. Cambridge University Press, Cambridge,
United Kingdom and New York, NY, USA, 1075 pp.

IPCC (2012). Meeting Report of the Intergovernmental Panel on Climate Change
Expert Meeting on Geoengineering [O. Edenhofer, R. Pichs-Madruga, Y. Sokona,
C. Field, V. Barros, T.F. Stocker, Q. Dahe, J. Minx, K. Mach, G.-K. Plattner, S.
Schlémer, G. Hansen, and M. Mastrandrea (eds.)]. IPCC Working Group Il Tech-
nical Support Unit, Potsdam Institute for Climate Impact Research, Potsdam,
Germany. 99 pp.

IPCC (2013a). Climate Change 2013: The Physical Science Basis: Working Group
| Contribution to the IPCC Fifth Assessment Report of the Intergovernmental
Panel on Climate Change [T.F. Stocker, D. Qin, G.-K. Plattner, M. Tignor, S.K.
Allen, J. Boschung, A. Nauels, Y. 40 Xia, V. Bex, P.M. Midgley, (eds.)]. Cambridge
University Press, Cambridge, UK and New York, NY USA. 1535pp.

IPCC (2013b). Summary for Policy Makers. In: Climate Change 2013: The Physical
Science Basis. Contribution of Working Group | to the Fifth Assessment Report
of the Intergovernmental Panel on Climate Change [T.F. Stocker, D. Qin, G.-K.
Plattner, M. Tignor, S.K. Allen, J. Boschung, A. Nauels, Y. 40 Xia, V. Bex, P.M. Midg-
ley, (eds.)]. Cambridge University Press, Cambridge, UK and New York, NY USA.

IPCC (2014). Climate Change 2014: Impacts, Adaptation, and Vulnerability: Work-
ing Group Il Contribution to the Fifth Assessment Report. Cambridge University
Press, Cambridge, UK and New York, NY USA.

146

Chapter 1

Johnson T, and J. Urpelainen (2012). A strategic theory of regime inte-
gration and separation. International Organization 66, 645-677. doi:
10.1017/50020818312000264.

Joos F., R. Roth, J.S. Fuglestvedt, G.P. Peters, I.G. Enting, W. von Bloh, V.
Brovkin, E.J. Burke, M. Eby, N.R. Edwards, T. Friedrich, T.L. Frélicher, P.R.
Halloran, P.B. Holden, C. Jones, T. Kleinen, F.T. Mackenzie, K. Matsumoto,
M. Meinshausen, G.-K. Plattner, A. Reisinger, J. Segschneider, G. Shaf-
fer, M. Steinacher, K. Strassmann, K. Tanaka, A. Timmermann, and A.J.
Weaver (2013). Carbon dioxide and climate impulse response functions for the
computation of greenhouse gas metrics: a multi-model analysis. Atmospheric
Chemistry and Physics 13, 2793-2825. doi: 10.5194/acp-13-2793-2013, ISSN:
1680-7324.

Jordaan S.M. (2012). Land and Water Impacts of Oil Sands Production in Alberta.
Environmental Science & Technology 46, 3611-3617. doi: 10.1021/es203682m.

JRC/PBL (2013). Emission Database for Global Atmospheric Research (EDGAR),
Release Version 4.2 FT2010. Joint Research Centre of the European Commis-
sion (JRC)/PBL Netherlands Environmental Assessment Agency. Available at:
http://edgar.jrc.ec.europa.eu.

Kahler M., and D.A. Lake (Eds.) (2013). Politics in the New Hard Times: The Great
Recession in Comparative Perspective. Cornell University Press, Ithaca, NY, 320
pp. ISBN: 978-0-8014-5151-5.

Kaya Y. (1990). Impact of carbon dioxide emission control on GNP Growth: inter-
pretation of proposed scenarios. In: Paper presented to the IPCC Energy and
Industry Subgroup, Response Strategies Working Group. Paris, France.

Keith D.W., E. Parson, and M.G. Morgan (2010). Research on global sun block
needed now. Nature 463, 426—-427. doi: 10.1038/463426a.

Keohane R.0., and D. Victor (2011). The regime complex for climate change. Per-
spectives on Politics 9, 7-23. doi: 10.1017/51537592710004068.

Kirschke S., P. Bousquet, P. Ciais, M. Saunois, J. G. Canadell, E.). Dlugokencky,
P. Bergamaschi, D. Bergmann, D.R. Blake, L. Bruhwiler, P. Cameron-Smith,
S. Castaldi, F. Chevallier, L. Feng, A. Fraser, M. Heimann, E.L. Hodson, S.
Houweling, B. Josse, P.J. Fraser, P.B. Krummel, J.-F. Lamarque, R.L. Lan-
genfelds, C. Le Quéré, V. Naik, S. 0'Doherty, P.1. Palmer, I. Pison, D. Plum-
mer, B. Poulter, R.G. Prinn, M. Rigby, B. Ringeval, M. Santini, M. Schmidt,
D.T. Shindell, 1.J. Simpson, R. Spahni, L.P. Steele, S.A. Strode, K. Sudo, S.
Szopa, G.R. van der Werf, A. Voulgarakis, M. van Weele, R.F. Weiss, J.E.
Williams, and G. Zeng (2013). Three decades of global methane sources and
sinks. Nature Geoscience 6, 813—-823. doi: 10.1038/ngeo1955, ISSN: 1752-
0894.

Koremenos B., C. Lipson, and D. Snidal (2001). The rational design of interna-
tional institutions. International Organization 55, 761-799. doi: 10.1162/
002081801317193592.

Krausmann F., S. Gingrich, N. Eisenmenger, K.-H. Erb, H. Haberl, and M.
Fischer-Kowalski (2009). Growth in global materials use, GDP and population
during the 20th century. Ecological Economics 68, 2696—2705. doi: 10.1016/].
ecolecon.2009.05.007.

Kriegler E., J. Weyant, G. Blanford, L. Clarke, M. Tavoni, V. Krey, K. Riahi, A.
Fawcett, R. Richels, and J. Edmonds (2013). The role of technology for
achieving climate policy objectives: overview of the EMF 27 study on global
technology and climate policy strategies. Climatic Change. doi: 10.1007/s105
84-013-0953-7.


http://www.ipcc-nggip.iges.or.jp/public/gl/invs1.html
http://edgar.jrc.ec.europa.eu

Chapter 1

Leiby P.N., and J. Rubin (2013). Energy security implications of a national low car-
bon fuel standard. Energy Policy 56, 29-40. doi: 10.1016/j.enpol.2012.06.058,
ISSN: 0301-4215.

Lenzen M., K. Kanemoto, D. Moran, and A. Geschke (2012). Mapping the
structure of the world economy. Environmental Science & Technology 46,
8374-8381. doi: DOI:10.1021/es300171x.

Lenzen M., D. Moran, K. Kanemoto, and A. Geschke (2013). Building eora: A
global multi-regional input-output database at high country and sector resolu-
tion. Economic Systems Research 25, 20—49. doi: 10.1080/09535314.2013.769
938.

Li Y., and D.J. Crawford-Brown (2011). Assessing the co-benefits of greenhouse
gas reduction: Health benefits of particulate matter related inspection and
maintenance programs in Bangkok, Thailand. Science of The Total Environment
409, 1774-1785. doi: 10.1016/j.scitotenv.2011.01.051, ISSN: 0048-9697.

Lin J.Y. (2008). The Impact of the Financial Crisis on Developing Countries’. Seoul,
S. Korea. Available at: http://siteresources.worldbank.org/ROMANIAEXTN/
Resources/Oct_31_JustinLin_KDI_remarks.pdf.

Luderer G., R.C. Pietzcker, C. Bertram, E. Kriegler, M. Meinshausen, and O.
Edenhofer (2013). Economic mitigation challenges: how further delay closes
the door for achieving climate targets. Environmental Research Letters 8,
034033. doi: 10.1088/1748-9326/8/3/034033, ISSN: 1748-9326.

Macknick J. (2011). Energy and CO, emission data uncertainties. Carbon Manage-
ment 2, 189-205. doi: 10.4155/cmt.11.10, ISSN: 1758-3004.

Martens P., D. McEvoy, and C. Chang (2009). The climate change challenge: Link-
ing vulnerabilitz, adaptation, and mitigation. Current Opinion in Environmental
Sustainability 1, 14-18. doi: 10.1016/j.cosust.2009.07.010.

Mastrandrea M.D., K.J. Mach, G.-K. Plattner, O. Edenhofer, T.F. Stocker, C.B.
Field, K.L. Ebi, and P.R. Matschoss (2011). The IPCC AR5 guidance note on
consistent treatment of uncertainties: a common approach across the work-
ing groups. Climatic Change 108, 675-691. doi: 10.1007/s10584-011-0178-6,
ISSN: 0165-0009, 1573—1480.

McCollum D.L., V. Krey, and K. Riahi (2011). An integrated approach to energy
sustainability. Nature Climate Change 1, 428—429. doi: 10.1038/nclimate1297,
ISSN: 1758-678X.

McGinnis M.D. (Ed.) (1999). Polycentricity and Local Public Economies: Readings
from the Workshop in Political Theory and Policy Analysis. University of Michi-
gan Press, Ann Arbor, MI, 424 pp. ISBN: 978-0-472-08622-1.

McJeon H.C., L. Clarke, P. Kyle, M. Wise, A. Hackbarth, B.P. Bryant, and R.J.
Lembert (2011). Technology interactions among low-carbon energy technolo-
gies: what can we learn from a large number of scenarios? Energy Economics
33, 619-631. doi: 10.1016/j.enec0.2010.10.007.

Metcalf G.E. (2009). Cost Containment in Climate Change Policy: Alternative
Approaches to Mitigating Price Volatility. University of Virginia Tax Law Review.
Available at:  http://works.bepress.com/cgi/viewcontent.cgi?article=1083&
context=gilbert_metcalf.

Ministry of Environment, Japan (2012). Outcome of The Survey on Household
Behavior on Power Savings and CO, Reduction. Ministry of Environment, Japan
(in Japanese), Tokyo, Japan. Available at: http://www.env.go.jp/press/press.
php?serial=15892.

Moomaw W., and M. Papa (2012). Creating a mutual gains climate regime
through universal clean energy services. Climate Policy 12, 505-520. doi:
10.1080/14693062.2011.644072.

Introductory Chapter

Muller N.Z. (2012). The design of optimal climate policy with air pollution
co-benefits. Resource and Energy Economics 34, 696—722. doi: 10.1016/
j.reseneeco.2012.07.002, ISSN: 0928-7655.

Murase S. (2011). International Law: An Integrative Perspective on Transboundary
Issues. Sophia University Press, Tokyo, Japan, ISBN: 978-4-324-09051-0.

National Research Council of the National Academies (2011). Climate Sta-
bilization Targets: Emissions, Concentrations, and Impacts over Decades to
Millennia. The National Academies Press, Washington, DC, 298 pp. ISBN:
978-0-309-15176-4.

Naudé W. (2009). The Financial Crisis of 2008 and the Developing Countries.
United Nations University, Helsinki, Finland. Available at: http://www.
wider.unu.edu/publications/working-papers/discussion-papers/2009/en_
GB/dp2009-01/_files/80843373967769699/default/dp2009-01.pdf.

Nishio K., and K. Ofuji (2012). Behavior change and driving forces to save elec-
tricity in the electricity crisis in Japan. Rome, Italy. Available at: http://www.
iepec.org/conf-docs/papers/2012PapersTOC/papers/020.pdf#page=1.

Nussbaum M.C. (2000). The costs of tragedy: some moral limites of cost-benefits
analysis. The Journal of Legal Studies 29, 1005—1036. doi: 10.1086/468103.

OECD (2011). OECD Green Growth Studies: Energy. OECD/IEA, Paris, France, ISBN:
978-92-64-11510-1.

OECD (2012). Making Green Growth Deliver. OECD, Paris, France. Available at:
www.oecd.org/dataoecd/43/8/49998342.pdf.

OECD (2013). OECD DAC Statistics on Climate-Related Aid. OECD, Paris, France.
Available at: http://www.oecd.org/dac/stats/factsheet%200n%20climate%?20
change_update%202013.pdf.

Olivier J.G.J., J.A. van Aardenne, S. Monni, U.M. Déring, J.A.H.W. Peters, and
G. Janssens-Maenhout (2010). Application of the IPCC uncertainty methods
to EDGAR 4.1 global greenhouse gas inventories. Proceedings from the Third
International Workshop on Uncertainty in Greenhouse Gas Inventories. 1SSN:
978-966-8460-81-4.

Olivier J.G.J., and G. Janssens-Maenhout (2012). Part lIl: Greenhouse Gas Emis-
sions. In: CO, emissions from fuel combustion, 2012 Edition. IEA, Paris, France,
pp. I.1-111.51. ISBN: 978-92-64-17475-7.

Olivier J.G.J)., G. Janssens-Maenhout, and J.A.H.W. Peters (2012). Trends in
Global CO, Emissions; 2012 Report. PBL Netherlands Environmental Assess-
ment Agency, Institute for Environment and Sustainability (IES) of the European
Commission’s Joint Research Centre (JRC), The Hague, Netherlands, 42 pp.
ISBN: 978-92-79-25381-2.

Ostrom E. (2010). Beyond markets and states: polycentric governance of com-
plex economic systems. American Economic Review 100, 641-672. doi:
10.1257/aer.100.3.641, ISSN: 0002-8282.

Paltsev S., J. Morris, Y. Cai, V. Karplus, and H. Jacoby (2012). The role of China
in mitigating climate change. Energy Economics 34, S444-5450. doi: 10.1016/j.
eneco.2012.04.007.

Penner J.E., M.J. Prather, I.S.A. Isaksen, J.S. Fuglestvedt, Z. Klimont, and D.S.
Stevenson (2010). Short-lived uncertainty? Nature Geoscience 3, 587-588.
doi: 10.1038/nge0932, ISSN: 1752-0894.

Peters G.P., S.J. Davis, and R. Andrew (2012a). A synthesis of carbon in inter-
national trade. Biogeosciences 9, 3247-3276. doi: 10.5194/bg-9-3247-2012.

Peters G.P., G. Marland, C. Le Quéré, T. Boden, J.G. Canadell, and M.R. Rau-
pach (2012b). Rapid growth in CO, emissions after the 2008—2009 global
financial crisis. Nature Climate Change 2, 2—4. doi: 10.1038/nclimate1332,
ISSN: 1758-678X.

147



http://siteresources.worldbank.org/ROMANIAEXTN/Resources/Oct_31_JustinLin_KDI_remarks.pdf
http://siteresources.worldbank.org/ROMANIAEXTN/Resources/Oct_31_JustinLin_KDI_remarks.pdf
http://works.bepress.com/cgi/viewcontent.cgi?article=1083&context=gilbert_metcalf
http://works.bepress.com/cgi/viewcontent.cgi?article=1083&context=gilbert_metcalf
http://www.env.go.jp/press/press.php?serial=15892
http://www.env.go.jp/press/press.php?serial=15892
http://www.wider.unu.edu/publications/working-papers/discussion-papers/2009/en_GB/dp2009-01/_files/80843373967769699/default/dp2009-01.pdf
http://www.wider.unu.edu/publications/working-papers/discussion-papers/2009/en_GB/dp2009-01/_files/80843373967769699/default/dp2009-01.pdf
http://www.wider.unu.edu/publications/working-papers/discussion-papers/2009/en_GB/dp2009-01/_files/80843373967769699/default/dp2009-01.pdf
http://www.iepec.org/conf-docs/papers/2012PapersTOC/papers/020.pdf#page=1
http://www.iepec.org/conf-docs/papers/2012PapersTOC/papers/020.pdf#page=1
http://www.oecd.org/dataoecd/43/8/49998342.pdf
http://www.oecd.org/dac/stats/factsheet%20on%20climate%20change_update%202013.pdf
http://www.oecd.org/dac/stats/factsheet%20on%20climate%20change_update%202013.pdf

Introductory Chapter

Peters G.P,, J.C. Minx, C.L. Weber, and 0. Edenhofer (2011). Growth in emission
transfers via international trade from 1990 to 2008. Proceedings of the National
Academy of Sciences 108, 8903—-8908. doi: 10.1073/pnas.1006388108.

Pittock J., K. Hussey, and S. McGlennon (2013). Australian climate, energy and
water policies: conflicts and synergies. Australian Geographer 44, 3-22. doi:
10.1080/00049182.2013.765345, ISSN: 0004-9182.

Le Quéré C., R.J. Andres, T. Boden, T. Conway, R.A. Houghton, J.I. House, G.
Marland, G.P. Peters, G. van der Werf, A. Ahlstrém, R.M. Andrew, L. Bopp,
J.G. Canadell, P. Ciais, S.C. Doney, C. Enright, P. Friedlingstein, C. Hunt-
ingford, A.K. Jain, C. Jourdain, E. Kato, R.F. Keeling, K. Klein Goldewijk, S.
Levis, P. Levy, M. Lomas, B. Poulter, M.R. Raupach, J. Schwinger, S. Sitch,
B.D. Stocker, N. Viovy, S. Zaehle, and N. Zeng (2012). The global carbon
budget 1959-2011. Earth System Science Data Discussions 5, 1107-1157. doi:
10.5194/essdd-5-1107-2012, ISSN: 1866-3591.

Ramanathan V., and G. Carmichael (2008). Global and regional climate changes
due to black carbon. Nature Geoscience 1, 221-227. doi: 10.1038/ngeo156.

Ramanathan V., and Y. Xu (2010). The Copenhagen Accord for Limit-
ing Global Warming: Criteria, Constraints, and Available Avenues. Pro-
ceedings of the National Academy of Sciences 107, 8055-8062. doi:
10.1073/pnas.1002293107.

Raupach M.R., G. Marland, P. Ciais, C. Le Quéré, J.G. Canadell, G. Klepper,
and C.B. Field (2007). Global and regional drivers of accelerating CO, emis-
sions. Proceedings of the National Academy of Sciences 104, 10288-10293.
doi: 10.1073/pnas.0700609104.

Reilly J.M., H.D. Jacoby, and R.G. Prinn (2003). Multi-Gas Contributors to Global
Climate Change: Climate Impacts and Mitigation Costs of Non-CO, Gases. Pew
Centeron Global Climate Change,Arlington, VA.Available at: http://globalchange.
mit.edu/files/document/PewCtr_MIT_Rpt_Reilly.pdf.

Reinhart C.M., and K.S. Rogoff (2011). This Time Is Different: Eight Centuries of
Financial Folly. Princeton University Press, Princeton, New Jersey, 512 pp. ISBN:
9780691152646.

Rezessy S., and P. Bertoldi (2011). Voluntary agreements in the field of energy effi-
ciency and emission reduction: review and analysis of experiences in the Euro-
pean Union. Energy Policy 39, 7121-7129. doi: 10.1016/j.enpol.2011.08.030.

Riahi K., F. Dentener, D. Gielen, A. Grubler, J. Jewell, Z. Klimont, V. Krey, D.
McCollum, S. Pachauri, S. Rao, B. van Ruijven, D.P. van Vuuren, and C.
Wilson (2012). Energy Pathways for Sustainable Development. In: Global
Energy Assessment—Toward a Sustainable Future. Cambridge University
Press and the International Institute for Applied Systems Analysis, Cambridge,
UK and New York, NY USA and Laxenburg, Austria, pp. 1203—1306. ISBN:
9781107005198.

Riahi K., E. Kriegler, N. Johnson, C. Bertram, M. den Elzen, J. Eom, M. Schaef-
fer, J. Edmonds, M. Isaac, V. Krey, T. Longden, G. Luderer, A. Méjean,
D.L. McCollum, S. Mima, H. Turton, D.P. van Vuuren, K. Wada, V. Bosetti,
P. Capros, P. Criqui, and M. Kainuma (2013). Locked into Copenhagen
pledges—Implications of short-term emission targets for the cost and feasibil-
ity of long-term climate goals. Technological Forecasting and Social Change,

Accepted.

148

Chapter 1

Rickels W., G. Klepper, J. Dovern, G. Betz, N. Brachatzek, S. Cacean, K. Giissow,
J. Heintzenberg, S. Hiller, C. Hoose, T. Leisner, A. Oschlies, U. Platt, A. Pro-
elB, 0. Renn, S. Schafer, and M. Ziirn (2011). Large-Scale Intentional Inter-
ventions into the Climate System? Assessing the Climate Engineering Debate.
Kiel Earth Institute, Kiel, Germany. Available at: http://www.fona.de/mediathek/
pdf/Climate_Engineering_engl.pdf.

RIS@ (2011). Riso Energy Report 10. Energy for Smart Cities in an Urbanised World.
RIS@, Roskilde, Denmark, ISBN: 978-87-550-3906-3.

Rogelj J., W. Hare, C. Chen, and M. Meinshausen (2011). Discrepancies in histor-
ical emissions point to a wider 2020 gap between 2 °C benchmarks and aggre-
gated national mitigation pledges. Environmental Research Letters 6, 1-9. doi:
10.1088/1748-9326/6/2/024002.

Rogelj J., D. McCollum, B.C. O'Neill, and K. Riahi (2013a). 2020 emissions levels
required to limit warming to below 2 °C. Nature Climate Change 3, 405-412.
doi: 10.1038/nclimate1758.

Rogelj J., D. McCollum, A. Reisinger, M. Meinshausen, and K. Riahi (2013b).
Probabilistic cost estimates for climate change mitigation. Nature 493, 79-83.
doi: 10.1038/nature11787, ISSN: 0028-0836.

Rogger C., F. Beaurain, and T.S. Schmidt (2011). Composting projects under
the Clean Development Mechanism: Sustainable contribution to mitigate
climate change. Waste Management 31, 138-146. doi: 10.1016/j.was-
man.2010.09.007, ISSN: 0956-053X.

Rogner H.-H. (2012). Energy resources. In: Energy for Development: Resources,
Technologies, Environment. F.L. Toth, (ed.), Springer, Dordrecht, Netherlands, pp.
149-160. ISBN: 978-9400741614.

Rogner H.-H., R.F. Aguilera, R. Bertani, S.C. Bhattacharya, M.B. Dusseault, L.
Gagnon, H. Haberl, M. Hoogwijk, A. Johnson, M.L. Rogner, H. Wagner,
and V. Yakushev (2012). Energy resources and potentials. In: Global Energy
Assessment— Toward a Sustainable Future. Cambridge University Press and the
International Institute for Applied Systems Analysis, Cambridge, UK and New
York, NY USA and Laxenburg, Austria, pp. 423-512. ISBN: 9781107005198.

La Rovere E.L., A.S. Pereira, and A.F. Simdes (2011). Biofuels and sustain-
able energy development in Brazil. World Development 39, 1026—1036. doi:
10.1016/j.worlddev.2010.01.004, ISSN: 0305-750X.

Sachs J.D. (2004). Seeking a global solution. Nature 430, 725-726. doi: 10.1038/
430725a.

Sachs J.D. (2012). From Millennium Development Goals to Sustainable Develop-
ment Goals. Lancet 379, 2206-2211. doi: 10.1016/50140-6736(12)60685-0.

Schneider S.H., and J. Lane (2006). An Overview of “Dangerous” Climate Change.
In: Avoiding Dangerous Climate Change. H.). Schellnhuber, W. Cramer, N. Naki-
cenovic, T. Wigley, G. Yohe, (eds.), Cambridge University Press, New York, NY, pp.
7-24.1SBN: 9780521864718.

Shindell D.T., J.C.1. Kuylenstierna, E. Vignati, R. van Dingenen, M. Amann, Z.
Klimont, S.C. Anenberg, N. Muller, G. Janssens-Maenhout, J. Schwartz,
G. Faluvegi, L. Pozzoli, K. Kupiainen, L. Hoglund-Isaksson, L. Emberson,
D. Streets, V. Ramanathan, K. Hicks, N.T.K. Oanh, G. Milly, M. Williams,
V. Demkine, F. Raes, and D. Fowler (2012). Simultaneously mitigating near-
term climate change and improving human health and food security. Science
335, 183-189. doi: 10.1126/science.1210026.

Shine K.P. (2009). The global warming potential—The need for an interdisciplinary
retrial: An editorial comment. Climatic Change 96, 467—472. doi: 10.1007/s10
584-009-9647-6.


http://globalchange.mit.edu/files/document/PewCtr_MIT_Rpt_Reilly.pdf
http://globalchange.mit.edu/files/document/PewCtr_MIT_Rpt_Reilly.pdf
http://www.fona.de/mediathek/pdf/Climate_Engineering_engl.pdf
http://www.fona.de/mediathek/pdf/Climate_Engineering_engl.pdf

Chapter 1

Simmons B. (2010). Treaty compliance and violation. Annual Review of Political
Science 13, 273-296. doi: 10.1146/annurev.polisci.12.040907.132713.

Smil V. (2011). Energy: Burning desires. Nature 477, 403. doi: 10.1038/477403a.

Smith K.R., M.A. Desai, J.V. Rogers, and R.A. Houghton (2013). Joint CO, and
CH, accountability for global warming. Proceedings of the National Academy
of Sciences, 201308004. doi: 10.1073/pnas.1308004110, ISSN: 0027-8424,
1091-6490.

Smith S.M., J.A. Lowe, N.H.A. Bowerman, L.K. Gohar, C. Huntingford, and
M.R. Allen (2012). Equivalence of greenhouse-gas emissions for peak temper-
ature limits. Nature Climate Change 2, 535-538. doi: 10.1038/nclimate1496,
ISSN: 1758-678X.

Smith S.J., and A. Mizrahi (2013). Near-term climate mitigation by short-lived
forcers. Proceedings of the National Academy of Sciences 110, 14202-14206.
doi: 10.1073/pnas.1308470110, ISSN: 0027-8424, 1091-6490.

Sornette D., and R. Woodard (2010). Financial bubbles, real estate bubbles,
derivative bubbles, and the financial and economic crisis. In: Econophysics
Approaches to Large-Scale Business Data and Financial Crisis. M. Takayasu, T.
Watanabe, H. Takayasu, (eds.), Springer Japan, Tokyo, Japan, pp. 101-148. ISBN:
978-4-431-53852-3.

Steckel J.C., M. Jakob, R. Marschinski, and G. Luderer (2011). From carboniza-
tion to decarbonization? Past trends and future scenarios for China’s CO, emis-
sions. Energy Policy 39, 3443—3455. doi: 10.1016/j.enpol.2011.03.042.

Steinberger J.K., J. Timmons Roberts, G.P. Peters, and G. Baiocchi (2012). Path-
ways of human development and carbon emissions embodied in trade. Nature
Climate Change 2, 81-85. doi: 10.1038/nclimate1371, ISSN: 1758-678X.

Subbarao S., and B. Lloyd (2011). Can the Clean Development Mechanism (CDM)
deliver? Energy Policy 39, 1600—1611. doi: 10.1016/j.enpol.2010.12.036, ISSN:
0301-4215.

Summers L. (2007). Foreword. In: Architectures for Agreement: Addressing Global
Climate Change in the Post-Kyoto World. J.E. Aldy, R.N. Stavins, (eds.), Cam-
bridge University Press, Cambridge, UK and New York, NY USA, pp. xviii—xxvii.
ISBN: 9780521692175.

Tavoni M., E.D. Cian, G. Luderer, J.C. Steckel, and H. Waisman (2012). The
value of technology and of its evolution towards a low carbon economy. Cli-
matic Change 114, 39-57. doi: 10.1007/s10584-011-0294-3, ISSN: 0165-
0009, 1573-1480.

Teng F., J. He, X. Pan, and C. Zhang (2012). Metric of carbon equity: Carbon Gini
index based on historical cumulative emission per capita. Advances in Climate
Change Research 2, 134-140. doi: 10.3724/SP.J.1248.2011.00134, ISSN: 1674-
9278.

Tubiello F.N., M. Salvatore, S. Rossi, A. Ferrara, N. Fitton, and P. Smith (2013).
The FAOSTAT database of greenhouse gas emissions from agriculture. Envi-
ronmental Research Letters 8, 015009. doi: 10.1088/1748-9326/8/1/015009,
ISSN: 1748-9326.

UN DESA (2009). World Economic and Social Survey 2009: Promoting Develop-
ment, Saving the Planet. United Nations Department of Economic and Social
Affairs, New York, ISBN: 978-92-1-109159-5.

UN DESA (2011). World Economic and Social Survey 2011: The Great Green Tech-
nological Transformation. United Nations Department of Economic and Social
Affairs, New York.Available at: http://www.un.org/en/development/desa/policy/
wess/wess_current/2011wess.pdf.

Introductory Chapter

UN Global Compact, and UNEP (2012). Business and Climate Change Adapta-
tion: Toward Resilient Companies and Communities. UN Global Compact, New
York. Available at: http://www.unglobalcompact.org/docs/issues_doc/Environ-
ment/climate/Business_and_Climate_Change_Adaptation.pdf.

UNCTAD (2011). Poverty Reduction and Progress Towards MDGs in LDCs: Encour-
aging Signs But Much Remains to Be Done. United Nations Conference on Trade
and Development. Available at: http://unctad.org/en/Docs/presspb20118_
en.pdf.

UNCTAD (2012a). The Least Developed Countries Report 2012: Harnessing Remit-
tances and Diaspora Knowledge to Build Productive Capacities. United Nations
Conference on Trade and Development, Geneva, Switzerland and New York,
New York, ISBN: 978-92-1-112861-1.

UNCTAD (2012b). Economic Development in Africa: Structural Transformation and
Sustainable Development in Africa. United Nations Conference on Trade and
Development, Geneva, Switzerland, 161 pp. ISBN: 978-92-1-055595-1.

UNDP (2009). Human Development Report 2009. Overcoming Barriers: Human
Mobility and Development. Palgrave Macmillan, New York, NY, ISBN:
978-0-230-23904-3.

UNECE (2010). United Nations Economic Commission for Europe: Report 2010.
United Nations Economic Commission for Europe, New York, NY and Geneva
Switzerland. Available at: http://www.unece.org/fileadmin/DAM/publications/
Annual%20Reports/topics/Annual_Report_2010_web.pdf.

UNEP (2011a). Integrated Assessment of Black Carbon and Tropospheric Ozone:
Summary for Decision Makers. United Nations Environment Programme
and World Meteorological Organization, Nairobi, Kenya, 38 pp. ISBN:
978-92-807-3142-2.

UNEP (2011b). Bridging the Emissions Gap: A UNEP Synthesis Report. United
Nations Environment Programme, Nairobi, Kenya, ISBN: 978-92-807-3229-0.

UNEP (2012). The Emissions Gap Report 2012. United Nations Environment Pro-
gramme, Nairobi, Kenya, ISBN: 978-92-807-3303-7.

UNFCCC (1992). United Nations Framework Convention on Climate Change. United
Nations, Bonn, Germany. Available at: http://unfccc.int/essential_background/
convention/background/items/1350.php.

UNFCCC (2008). Report of the Conference of the Parties on Its Thirteenth Session,
Held in Bali from 3 to 15 December 2007. United Nations Framework Convention
on Climate Change, Bali. Available at: http://unfccc.int/resource/docs/2007/
cop13/eng/06a01.pdf.

UNFCCC (2011). Compilation of Information on Nationally Appropriate Mitigation
Actions to Be Implemented by Parties Not Included in Annex | to the Conven-
tion. United Nations Framework Convention on Climate Change. Available at:
http://unfccc.int/resource/docs/2011/awglcal4/eng/inf01.pdf.

UNFCCC (2012a). Appendix I—Quantified Economy-Wide Emissions Targets for
2020. United Nations Framework Convention on Climate Change. Available at:
http://unfccc.int/meetings/copenhagen_dec_2009/items/5264.php.

UNFCCC (2012b). Appendix Il—Nationally Appropriate Mitigation Actions of
Developing Country Parties. United Nations Framework Convention on Cli-
mate Change. Available at: http://unfccc.int/meetings/cop_15/copenhagen_
accord/items/5265.php.

UNFCCC (2012c). Report of the Conference of the Parties on Its Seventeenth Session,
Held in Durban from 28 November to 11 December 2011. United Nations Frame-
work Convention on Climate Change, Durban. Available at: http://unfccc.int/
resource/docs/2011/cop17/eng/09a01.pdf.

149



http://www.un.org/en/development/desa/policy/wess/wess_current/2011wess.pdf
http://www.un.org/en/development/desa/policy/wess/wess_current/2011wess.pdf
http://www.unglobalcompact.org/docs/issues_doc/Environment/climate/Business_and_Climate_Change_Adaptation.pdf
http://www.unglobalcompact.org/docs/issues_doc/Environment/climate/Business_and_Climate_Change_Adaptation.pdf
http://unctad.org/en/Docs/presspb20118_en.pdf
http://unctad.org/en/Docs/presspb20118_en.pdf
http://www.unece.org/fileadmin/DAM/publications/Annual%20Reports/topics/Annual_Report_2010_web.pdf
http://www.unece.org/fileadmin/DAM/publications/Annual%20Reports/topics/Annual_Report_2010_web.pdf
http://unfccc.int/essential_background/convention/background/items/1350.php
http://unfccc.int/essential_background/convention/background/items/1350.php
http://unfccc.int/resource/docs/2007/cop13/eng/06a01.pdf
http://unfccc.int/resource/docs/2007/cop13/eng/06a01.pdf
http://unfccc.int/resource/docs/2011/awglca14/eng/inf01.pdf
http://unfccc.int/meetings/copenhagen_dec_2009/items/5264.php
http://unfccc.int/meetings/cop_15/copenhagen_accord/items/5265.php
http://unfccc.int/meetings/cop_15/copenhagen_accord/items/5265.php
http://unfccc.int/resource/docs/2011/cop17/eng/09a01.pdf
http://unfccc.int/resource/docs/2011/cop17/eng/09a01.pdf

Introductory Chapter

UNFCCC (2012d). Benefits of the Clean Development Mechanism 2012. UNFCCC,
96 pp. ISBN: 92-9219-097-0.

UNFCCC (2013a). National Inventory Submissions 2013. Available at: http://unfccc.
int/national_reports/annex_i_ghg_inventories/national_inventories_
submissions/items/7383.php.

UNFCCC (2013b). Report of the Conference of the Parties Serving as the Meeting
of the Parties to the Kyoto Protocol on lts Eighth Session, Held in Doha from
26 November to 8 December 2012. United Nations Framework Convention on
Climate Change, Doha. Available at: http://unfccc.int/resource/docs/2012/cmp
8/eng/13a01.pdf.

UNFPA (2011). Population Dynamics in the Least Developed Countries: Challenges
and Opportunities for Development and Poverty Reduction. United Nations
Population Fund, New York, 40 pp. ISBN: 978-0-89714-981-5.

United Nations (2012). The future we want. In: Rio+20: United Nations Confer-
ence on Sustainable Development. United Nations, Rio de Janeiro, Brazil. Avail-
able at: http://www.stakeholderforum.org/fileadmin/files/FWWEnglish.pdf.

United Nations (2013a). World Population Prospects: The 2012 Revision. UN
Department of Economic and Social Affairs, Population Division, ISBN: (POP/DB/
WPP/Rev.2012/POP/F01-1).

United Nations (2013b). UN DESA, DPAD, CDP, Least Developed Countries Data
Sources and Definitions. UN Development Policy and Analysis Division. Avail-
able at:
shtml.

Te Velde D.W. (2008). Background Note: The Global Financial Crisis and Devel-
oping Countries. Overseas Development Institute, London, UK. Available at:

http://www.un.org/en/development/desa/policy/cdp/Idc/Idc_data.

http://www.odi.org.uk/sites/odi.org.uk/files/odi-assets/publications-opinion-
files/3339.pdf.

Velders G.J.M., S.0. Andersen, J.S. Daniel, D.W. Fahey, and M. McFarland
(2007). The importance of the Montreal Protocol in protecting climate.
Proceedings of the National Academy of Sciences 104, 4814-4819. doi:
10.1073/pnas.0610328104.

Victor D.G. (2011). Global Warming Gridlock: Creating More Effective Strategies
for Protecting the Planet. Cambridge University Press, Cambridge, UK and New
York, NY USA, ISBN: 9780521865012.

Victor D.G., C.F. Kennel, and V. Ramanathan (2012). The climate threat we can
beat: What it is and how to deal with it. Foreign Affairs May/June. Available at:
http://www.foreignaffairs.com/articles/137523/david-g-victor-charles-f-kennel-
veerabhadran-ramanathan/the-climate-threat-we-can-beat.

Vogel D. (2008). Private Global Business Regulation. Annual Review of Political Sci-
ence 11, 261-282. doi: 10.1146/annurev.polisci.11.053106.141706.

Wang C., W. Zhang, W. Cai, and X. Xie (2013). Employment impacts of CDM
projects in China's power sector. Energy Policy 59, 481-491. doi: 10.1016/j.
enpol.2013.04.010, ISSN: 0301-4215.

WBCSD (2009). Towards a Low-Carbon Economy: A Business Contribution to the
International Energy & Climate Debate. World Business Council for Sustainable
Development, Geneva, Switzerland, 24 pp. ISBN: 978-3-940388-43-8.

WEF (2009). Task Force on Low-Carbon Prosperity: Recommendations. World
Economic Forum, Geneva, Switzerland. Available at: http://www3.weforum.
org/docs/WEF_TaskForceLowCarbonProsperity_Recommendations_2009.pdf.

WEF (2011). Scaling Up Low-Carbon Infrastructure Investments in Developing Coun-
tries. World Economic Forum, Geneva, Switzerland. Available at: http://www.
weforum.org/reports/scaling-low-carbon-infrastructure-investments-

developing-countries.

150

Chapter 1

WEF (2012). White Paper on Energy Security and Global Warming. World Economic
Forum, Geneva, Switzerland.

Wei T, S. Yang, J.C. Moore, P. Shi, X. Cui, Q. Duan, B. Xu, Y. Dai, W. Yuan, X.
Wei, Z. Yang, T. Wen, and F. Teng (2012). Developed and developing
world responsibilities for historical climate change and CO, mitigation. Pro-
ceedings of the National Academy of Sciences 109, 12911-12915. doi:
10.1073/pnas.1203282109.

Weitzman M.L. (2009). On modeling and interpreting the economics of cata-
strophic climate change. The Review of Economics and Statistics 91, 1-19.
Available at: http://www.mitpressjournals.org/doi/pdf/10.1162/rest.91.1.1.

Weitzman M.L. (2011). Fat-tailed uncertainty in the economics of catastrophic cli-
mate change. Review of Environmental Economics and Policy 5, 275-292. doi:
10.1093/reep/rer006.

World Bank (2010). Economics of Adaptation to Climate Change—Synthesis
Report. The International Bank for Reconstruction and Development/The World
Bank, Washington, DC, 136 pp. Available at: http://documents.worldbank.
org/curated/en/2010/01/16436675/economics-adaptation-climate-change-
synthesis-report.

World Bank (2013). World Development Indicators 2013. The World Bank, Wash-
ington, DC, ISBN: 978-0-8213-9825-8.

World Commission on Environment and Development (1987). Our Common
Future. UN World Commission on Environment and Development, Geneva,
Switzerland, 416 pp. ISBN: 978-0-19-282080-8.

WTO (2011). WTO scales back its trade forecast to 5.8% as downside risks
build. World Trade Organization. Available at: http://www.wto.org/english/
news_e/pres11_e/pr641_e.htm.

Xie Z. (2009). China’s Policies and Actions for Addressing Climate Change: The
Progress Report 2009. National Development and Reform Commission, Bei-
jing, China. Available at: http://www.ccchina.gov.cn/WebSite/CCChina/UpFile/
File571.pdf.

Yamaguchi M. (2012). The ultimate objective of climate response strategies, and a
desirable and feasible international framework. In: Climate Change Mitigation,
A Balanced Approach to Climate Change. M. Yamaguchi, (ed.), Springer Publish-
ing Company, London, UK, pp. 7-42. ISBN: 978-1447142270.

Ye Q. (2011). Review of Low Carbon Development in China: 2010 Report. Climate
Policy Initiative at Tsinghua University, Beijing, China. Available at: http://climate
policyinitiative.org/wp-content/uploads/2011/12/Review-of-LCD-in-
China-2010.pdf.

Yergin D. (2011). The Quest: Energy, Security, and the Remaking of the Modern
World. Penguin Press, New York, NY, 816 pp. ISBN: 9781594202834.

Zelli F, F. Biermann, P. Pattberg, and H. van Asselt (2010). The consequences
of a fragmented climate change governance architecture: A policy appraisal. In:
Global Climate Governance Beyond 2012: Architecture, Agency and Adaptation.
F. Biermann, P. Pattberg, F. Zelli, (eds.), Cambridge University Press, Cambridge,
UK, pp. 25-34. ISBN: 9780521190114.

Zhang Z. (2010). Is it fair to treat China as a Christmas tree to hang everybody's
complaints? Putting its own energy saving into perspective. Energy Economics
32, Supplement 1, S47-556. doi: 10.1016/j.enec0.2009.03.012, ISSN: 0140-
9883.

Zhu M. (2011). Emerging challenges. Finance & Development 48. Available at:
http://www.imf.org/external/pubs/ft/fandd/2011/06/straight.htm.


http://unfccc.int/national_reports/annex_i_ghg_inventories/national_inventories_submissions/items/7383.php
http://unfccc.int/national_reports/annex_i_ghg_inventories/national_inventories_submissions/items/7383.php
http://unfccc.int/national_reports/annex_i_ghg_inventories/national_inventories_submissions/items/7383.php
http://unfccc.int/resource/docs/2012/cmp8/eng/13a01.pdf
http://unfccc.int/resource/docs/2012/cmp8/eng/13a01.pdf
http://www.stakeholderforum.org/fileadmin/files/FWWEnglish.pdf
http://www.un.org/en/development/desa/policy/cdp/ldc/ldc_data.shtml
http://www.un.org/en/development/desa/policy/cdp/ldc/ldc_data.shtml
http://www.odi.org.uk/sites/odi.org.uk/files/odi-assets/publications-opinion-files/3339.pdf
http://www.odi.org.uk/sites/odi.org.uk/files/odi-assets/publications-opinion-files/3339.pdf
http://www.foreignaffairs.com/articles/137523/david-g-victor-charles-f-kennel-veerabhadran-ramanathan/the-climate-threat-we-can-beat
http://www.foreignaffairs.com/articles/137523/david-g-victor-charles-f-kennel-veerabhadran-ramanathan/the-climate-threat-we-can-beat
http://www3.weforum.org/docs/WEF_TaskForceLowCarbonProsperity_Recommendations_2009.pdf
http://www3.weforum.org/docs/WEF_TaskForceLowCarbonProsperity_Recommendations_2009.pdf
http://www.weforum.org/reports/scaling-low-carbon-infrastructure-investments-developing-countries
http://www.weforum.org/reports/scaling-low-carbon-infrastructure-investments-developing-countries
http://www.weforum.org/reports/scaling-low-carbon-infrastructure-investments-developing-countries
http://www.mitpressjournals.org/doi/pdf/10.1162/rest.91.1.1
http://documents.worldbank.org/curated/en/2010/01/16436675/economics-adaptation-climate-change-synthesis-report
http://documents.worldbank.org/curated/en/2010/01/16436675/economics-adaptation-climate-change-synthesis-report
http://documents.worldbank.org/curated/en/2010/01/16436675/economics-adaptation-climate-change-synthesis-report
http://www.wto.org/english/news_e/pres11_e/pr641_e.htm
http://www.wto.org/english/news_e/pres11_e/pr641_e.htm
http://www.ccchina.gov.cn/WebSite/CCChina/UpFile/File571.pdf
http://www.ccchina.gov.cn/WebSite/CCChina/UpFile/File571.pdf
http://climatepolicyinitiative.org/wp-content/uploads/2011/12/Review-of-LCD-in-China-2010.pdf
http://climatepolicyinitiative.org/wp-content/uploads/2011/12/Review-of-LCD-in-China-2010.pdf
http://climatepolicyinitiative.org/wp-content/uploads/2011/12/Review-of-LCD-in-China-2010.pdf
http://www.imf.org/external/pubs/ft/fandd/2011/06/straight.htm

Integrated Risk and
Uncertainty Assessment
of Climate Change
Response Policies

Coordinating Lead Authors:
Howard Kunreuther (USA), Shreekant Gupta (India)

Lead Authors:

Valentina Bosetti (Italy), Roger Cooke (USA), Varun Dutt (India), Minh Ha-Duong (France),
Hermann Held (Germany), Juan Llanes-Regueiro (Cuba), Anthony Patt (Austria/Switzerland),
Ekundayo Shittu (Nigeria/USA), Elke Weber (USA)

Contributing Authors:
Hannes Béttcher (Austria/Germany), Heidi Cullen (USA), Sheila Jasanoff (USA)

Review Editors:
Ismail Elgizouli (Sudan), Joanne Linnerooth-Bayer (Austria/USA)

Chapter Science Assistants:
Siri-Lena Chrobog (Germany), Carol Heller (USA)

This chapter should be cited as:

Kunreuther H., S. Gupta, V. Bosetti, R. Cooke, V. Dutt, M. Ha-Duong, H. Held, J. Llanes-Regueiro, A. Patt, E. Shittu, and E.
Weber, 2014: Integrated Risk and Uncertainty Assessment of Climate Change Response Policies. In: Climate Change 2014:
Mitigation of Climate Change. Contribution of Working Group Il to the Fifth Assessment Report of the Intergovernmental
Panel on Climate Change [Edenhofer, 0., R. Pichs-Madruga, Y. Sokona, E. Farahani, S. Kadner, K. Seyboth, A. Adler, I. Baum,
S. Brunner, P. Eickemeier, B. Kriemann, J. Savolainen, S. Schlémer, C. von Stechow, T. Zwickel and J.C. Minx (eds.)]. Cam-
bridge University Press, Cambridge, United Kingdom and New York, NY, USA.

151



Integrated Risk and Uncertainty Assessment of Climate Change Response Policies Chapter 2

Contents
EXECULIVE SUMIMAIY. ... 154
2.1 INtrodUuCtion ... ... 155
2.2 Metrics of uncertainty and risk............................. 157
2.3 Risk and uncertainty in climate change........................... 157
2.3.1 Uncertainties that matter for climate policy choices....................... 157
2.3.2 What is new on risk and uncertainty in AR5 ........ ... . 159
2.4 Risk perception and responses to risk and uncertainty ... 160
2.41 Considerations for design of climate change risk reduction policies...................................... 160
24.2 Intuitive and deliberative judgment and choice..................... 160
243 Consequences of intuitive decision making ................. . ... 161
2.4.3.1 Importance of the status qUO........... ... i 161
2432 Focus on the short term and the here-and-now ...................... 162
2433 Aversion to risk, uncertainty, and ambiguity ... 163
244 LaINING. .. 164
245 Linkages between different levels of decision making.................. ... 165
24.6 Perceptions of climate change risk and uncertainty......................... 166
25 Tools and decision aids for analysing uncertaintyand risk ............................................ 168
2.5.1 Expected utility theory ... . 168
2.5.1.1 Elements of the theory. ... 168
25122 How can expected utility improve decision making?.....................oo 169
2.5.2 DECiSION ANAIYSIS .. ... ..o e 169
2.5.21 Elements of the theory........ ... 169
2522 How can decision analysis improve decision making? ........................o 170
253 Cost-benefit analysis . ......... ..o 170
2.5.3.1 Elements of the theory ... ... 170
2532 How can CBA improve decision making?. ..o 170
2533 Advantages and limitations of CBA. ... ... . ..ot 170

152



Chapter 2

Integrated Risk and Uncertainty Assessment of Climate Change Response Policies

254 Cost-effectiveness analysis. ........ ... . 171

2.5.4.1 Elements of the theory. ... 171

2542 How can CEA improve decision making?......... ... 172

2543 Advantages and limitations of CEAover CBA ... ... ... ... i 172

255 The precautionary principle and robust decision making ........................... 172

2.5.5.1 Elements of the theory. ... ... 172

2.5.6 Adaptive Management .. ... .. ... i 173

2.5.7 Uncertainty analysis techniques. ... ... ... 173

2.5.71 Structured expert JUdgmeNt. ... 173

2572 Scenario analysis and ensembles ... ... 175

2.6 Managing uncertainty, risk and learning........................................ 177
2.6.1 Guidelines for developing policies........... ... 177

2.6.2 Uncertainty and the science/policy interface ........... ... .. ... 178

2.6.3 Optimal or efficient stabilization pathways (social planner perspective) ................................. 178

2.6.3.1 Analyses predominantly addressing climate or damage response uncertainty....................... 178

2.6.3.2 Analyses predominantly addressing policy response uncertainty ....................ccooiiinn. 181

2.6.4 International negotiations and agreements ......... .. ... .. 181

2.6.4.1 Treaty formation ... ... 181

2.6.4.2 Strength and form of national commitments......................... 182

2643 Design of measurement, verification regimes, and treaty compliance ............................... 182

2.6.5 Choice and design of policy instruments ......... ... 183

2.6.5.1 Instruments creating market penalties for GHG emissions...............................occ 183

2.6.5.2 Instruments promoting technological RDD&D........... ..o 184

2.6.5.3 Energy efficiency and behavioural change........................ 186

2.6.5.4 Adaptation and vulnerability reduction. ... 186

2.6.6 Public support and opposition to climate policy ........... ... 187

2.6.6.1 Popular support for climate policy................o i 187

2.6.6.2 Local support and opposition to infrastructure projects. ... 188

2.7 Gapsinknowledgeand data......................... 189
2.8 Frequently Asked Questions.......................... 189
RETOIONCES ... 192

153




Integrated Risk and Uncertainty Assessment of Climate Change Response Policies

Executive Summary

The scientific understanding of climate change and the impact it
has on different levels of decision-making and policy options has
increased since the publication of the Intergovernmental Panel on
Climate Change (IPCC) Fourth Assessment Report (AR4). In addi-
tion, there is a growing recognition that decision makers often rely
on intuitive thinking processes rather than undertaking a systematic
analysis of options in a deliberative fashion. It is appropriate that
climate change risk management strategies take into account both
forms of thinking when considering policy choices where there is risk
and uncertainty.

Consideration of risk perception and decision processes can
improve risk communication, leading to more effective poli-
cies for dealing with climate change. By understanding the sys-
tematic biases that individuals utilize in dealing with climate change
problems, one can more effectively communicate the nature of the
climate change risk. An understanding of the simplified decision
rules employed by decision makers in making choices may be helpful
in designing policies that encourage the adoption of mitigation and
adaptation measures. [Section 2.4]

Decision processes often include both deliberative and intuitive
thinking. When making mitigation and adaptation choices, decision
makers sometimes calculate the costs and benefits of their alterna-
tives (deliberative thinking). They are also likely to utilize emotion- and
rule-based responses that are conditioned by personal past experience,
social context, and cultural factors (intuitive thinking). [2.4.2]

Laypersons tend to judge risks differently than experts. Layper-
sons’ perceptions of climate change risks and uncertainties are often
influenced by past experience, as well as by emotional processes that
characterize intuitive thinking. This may lead them to overestimate or
underestimate the risk. Experts engage in more deliberative thinking
than laypersons by utilizing scientific data to estimate the likelihood
and consequences of climate change. [2.4.6]

Cost-benefit analysis (CBA) and cost-effectiveness analysis
(CEA) can enable decision makers to examine costs and ben-
efits, but these methodologies also have their limitations. Both
approaches highlight the importance of considering the likelihood of
events over time and the importance of focusing on long-term hori-
zons when evaluating climate change mitigation and adaptation poli-
cies. CBA enables governments and other collective decision-making
units to compare the social costs and benefits of different alternatives.
However, CBA cannot deal well with infinite (negative) expected utili-
ties arising from low probability catastrophic events often referred to
as ‘fat tails’. CEA can generate cost estimates for stabilizing green-
house gas (GHG) concentrations without having to take into account
the uncertainties associated with cost estimates for climate change
impacts. A limitation of CEA is that it takes the long-term stabilization
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as a given without considering the economic efficiency of the target
level. [2.5.3, 2.5.4]

Formalized expert judgment and elicitation processes improve
the characterization of uncertainty for designing climate
change strategies (high confidence). Experts can quantify uncer-
tainty through formal elicitation processes. Their judgments can char-
acterize the uncertainties associated with a risk but not reduce them.
The expert judgment process highlights the importance of undertaking
more detailed analyses to design prudent climate policies. [2.5.6]

Individuals and organizations that link science with policy grap-
ple with several different forms of uncertainty. These uncertain-
ties include absence of prior agreement on framing of problems and
ways to scientifically investigate them (paradigmatic uncertainty), lack
of information or knowledge for characterizing phenomena (epistemic
uncertainty), and incomplete or conflicting scientific findings (transla-
tional uncertainty). [2.6.2]

The social benefit from investments in mitigation tends to
increase when uncertainty in the factors relating GHG emissions
to climate change impacts are considered (medium confidence).
If one sets a global mean temperature (GMT) target, then normative
analyses that include uncertainty on the climate response to elevated
GHG concentration, suggest that investments in mitigation measures
should be accelerated. Under the assumption of nonlinear impacts of
a GMT rise, inclusion of uncertainty along the causal chain from emis-
sions to impacts suggests enhancing mitigation. [2.6.3]

The desirability of climate policies and instruments are affected
by decision makers’ responses to key uncertainties. At the
national level, uncertainties in market behaviour and future regulatory
actions have been shown to impact the performance of policy instru-
ments designed to influence investment patterns. Both modelling and
empirical studies have shown that uncertainty as to future regulatory
and market conditions adversely affects the performance of emission
allowance trading markets [2.6.5.1]. Other studies have shown that
subsidy programmes (e.g., feed-in tariffs, tax credits) are relatively
immune to market uncertainties, but that uncertainties with respect to
the duration and level of the subsidy program can have adverse effects
[2.6.5.2]. In both cases, the adverse effects of uncertainty include less
investment in low-carbon infrastructure, increasing consumer prices,
and reducing the pressure for technological development.

Decision makers in developing countries often face a particu-
lar set of challenges associated with implementing mitigation
policies under risk and uncertainty (medium confidence). Manag-
ing risk and uncertainty in the context of climate policy is of particular
importance to developing countries that are resource constrained and
face other pressing development goals. In addition, institutional capac-
ity in these countries may be less developed compared to advanced
economies. Therefore, decision makers in these countries (governments
and economic agents such as firms, farmers, households, to name a
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few) have less room for ‘error’ (uncertain outcomes and/or wrong or
poorly implemented policies). The same applies to national, regional
and local governments in developed countries who can ill afford to
waste scarce resources through policy errors. [Box 2.1]

2.1 Introduction

This framing chapter considers ways in which risk and uncertainty can
affect the process and outcome of strategic choices in responding to
the threat of climate change.

‘Uncertainty’ denotes a cognitive state of incomplete knowledge that
results from a lack of information and/or from disagreement about
what is known or even knowable. It has many sources ranging from
quantifiable errors in the data to ambiguously defined concepts or ter-
minology to uncertain projections of human behaviour. The Guidance
Note for Lead Authors of the IPCC Fifth Assessment Report on Consis-
tent Treatment of Uncertainties (Mastrandrea et al., 2010) summarizes
alternative ways of representing uncertainty. Probability density func-
tions and parameter intervals are among the most common tools for
characterizing uncertainty.

‘Risk’ refers to the potential for adverse effects on lives, livelihoods,
health status, economic, social and cultural assets, services (includ-
ing environmental), and infrastructure due to uncertain states of the
world. To the extent that there is a detailed understanding of the char-
acteristics of a specific event, experts will normally be in agreement
regarding estimates of the likelihood of its occurrence and its resulting
consequences. Risk can also be subjective in the sense that the likeli-
hood and outcomes are based on the knowledge or perception that a
person has about a given situation. There may also be risks associated
with the outcomes of different climate policies, such as the harm aris-
ing from a change in regulations.

There is a growing recognition that today’s policy choices are highly
sensitive to uncertainties and risk associated with the climate system
and the actions of other decision makers. The choice of climate policies
can thus be viewed as an exercise in risk management (Kunreuther
et al., 2013a). Figure 2.1 suggests a risk management framework that
serves as the structure of the chapter.

After defining risk and uncertainty and their relevant metrics (Section
2.2), we consider how choices with respect to climate change policy
options are sensitive to risk and uncertainty (Section 2.3). A taxon-
omy depicts the levels of decision making ranging from international
agreements to actions undertaken by individuals in relation to climate
change policy options under conditions of risk and uncertainty that
range from long-term global temperature targets to lifestyle choices.
The goals and values of the different stakeholders given their immedi-
ate and long-term agendas will also influence the relative attractive-
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ness of different climate change policies in the face of risk and uncer-
tainty.

Sections 2.4, 2.5 and 2.6 characterize descriptive and normative
theories of decision-making and models of choice for dealing with
risk and uncertainty and their implications for prescriptive analysis.
Descriptive refers to theories of actual behaviour, based on experi-
mental evidence and field studies that characterize the perception
of risk and decision processes. Normative in the context of this chap-
ter refers to theories of choice under risk and uncertainty based on
abstract models and axioms that serve as benchmarks as to how
decision makers should ideally make their choices. Prescriptive refers
to ways of improving the decision process and making final choices
(Kleindorfer et al., 1993).

A large empirical literature has revealed that individuals, small groups
and organizations often do not make decisions in the analytic or ratio-
nal way envisioned by normative models of choice in the economics
and management science literature. People frequently perceive risk
in ways that differ from expert judgments, posing challenges for risk
communication and response. There is a tendency to focus on short
time horizons, utilize simple heuristics in choosing between alterna-
tives, and selectively attend to subsets of goals and objectives.

To illustrate, the voting public in some countries may have a wait-
and-see attitude toward climate change, leading their governments to
postpone mitigation measures designed to meet specified climate tar-
gets (Sterman, 2008; Dutt and Gonzalez, 2011). A coastal village may
decide not to undertake measures for reducing future flood risks due
to sea level rise (SLR), because their perceived likelihood that SLR will
cause problems to their village is below the community council’s level
of concern.

Section 2.4 provides empirical evidence on behavioural responses to
risk and uncertainty by examining the types of biases that influence
individuals' perception of the likelihood of an event (e.g., availability,
learning from personal experience), the role that emotional, social, and
cultural factors play in influencing the perception of climate change
risks and strategies for encouraging decision makers to undertake
cost-effective measures to mitigate and adapt to the impacts of cli-
mate change.

A wide range of decision tools have been developed for evaluating
alternative options and making choices in a systematic manner even
when probabilities are difficult to characterize and/or outcomes are
uncertain. The relevance of these tools for making more informed
decisions depends on how the problem is formulated and framed, the
nature of the institutional arrangements, and the interactions between
stakeholders (Hammond et al., 1999; Schoemaker and Russo, 2001).

Governments debating the merits of a carbon tax may turn to cost-
benefit analysis or cost-effectiveness analysis to justify their positions.

They may need to take into account that firms who utilize formal
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approaches, such as decision analysis, may not reduce their emissions
if they feel that they are unlikely to be penalized because the carbon
tax will not be well enforced. Households and individuals may find the
expected utility model or decision analysis to be useful tools for evalu-
ating the costs and benefits of adopting energy efficient measures
given the trajectory of future energy prices.

Section 2.5 delineates formal methodologies and decision aids for ana-
lysing risk and uncertainty when individuals, households, firms, com-
munities and nations are making choices that impact their own well-
being and those of others. These tools encompass variants of expected
utility theory, decision analysis, cost-benefit analyses or cost-effective-
ness analyses that are implemented in integrated assessment models
(IAMs). Decision aids include adaptive management, robust decision
making and uncertainty analysis techniques such as structured expert
judgment and scenario analysis. The chapter highlights the importance
of selecting different methodologies for addressing different problems.

Developing robust policy response strategies and instruments should
take into account how the relevant stakeholders perceive risk and their
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behavioural responses to uncertain information and data (descriptive
analysis). The policy design process also needs to consider the meth-
odologies and decision aids for systematically addressing issues of
risk and uncertainty (normative analysis) that suggest strategies for
improving outcomes at the individual and societal level (prescriptive
analysis).

Section 2.6 examines how the outcomes of particular options, in terms
of their efficiency or equity, are sensitive to risks and uncertainties and
affect policy choices. After examining the role of uncertainty in the sci-
ence/policy interface, it examines the role of integrated assessment
models (IAMs) from the perspective of the social planner operating
at a global level and the structuring of international negotiations and
paths to reach agreement. Integrated assessment models combined
with an understanding of the negotiation process for reaching inter-
national agreements may prove useful to delegates for justifying the
positions of their country at a global climate conference. The section
also examines the role that uncertainty plays in the performance of dif-
ferent technologies now and in the future as well as how lifestyle deci-
sions such as investing in energy efficient measures can be improved.

Impact of Risk and Uncertainty on
Climate Change Policy Choices

[Sections 2.2 and 2.3]

Risk Perception and Responses
to Risk and Uncertainty

(Descriptive Analysis)
[Section 2.4]

Managing Uncertainty, Risk and Learning

(Prescriptive Analysis)
[Section 2.6]

Tools and Decisions Aids for
Analysing Uncertainty and Risk

(Normative Analysis)
[Section 2.5]

Figure 2.1 | A risk management framework. Numbers in brackets refer to sections where more information on these topics can be found.
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The section concludes by examining the roles that risk and uncertainty
play in support of or opposition to climate policies.

The way climate change is managed will have an impact on policy
choices as shown by the feedback loop in Figure 2.1, suggesting that
the risk management process for addressing climate change is itera-
tive. The nature of this feedback can be illustrated by the following
examples. Individuals may be willing to invest in solar panels if they
are able to spread the upfront cost over time through a long-term
loan. Firms may be willing to promote new energy technologies that
provide social benefits with respect to climate change if they are
given a grant to assist them in their efforts. National governments
are more likely to implement carbon markets or international trea-
ties if they perceive the short-term benefits of these measures to be
greater than the perceived costs. Education and learning can play key
roles in how climate change is managed through a reconsideration
of policies for managing the risks and uncertainties associated with
climate change.

2.2  Metrics of uncertainty

and risk

The IPCC strives for a treatment of risk and uncertainty that is consis-
tent across all three Working Groups based the Guidance Note (GN)
for Lead Authors of the IPCC Fifth Assessment Report on Consistent
Treatment of Uncertainties (Mastrandrea et al., 2010). This section
summarizes key aspects of the GN that frames the discussion in this
chapter.

The GN indicates that author teams should evaluate the associated
evidence and agreement with respect to specific findings that involve
risk and uncertainty. The amount of evidence available can range from
small to large, and can vary in quality and consistency. The GN recom-
mends reporting the degree of certainty and/or uncertainty of a given
topic as a measure of the consensus or agreement across the scien-
tific community. Confidence expresses the extent to which the IPCC
authors do in fact support a key finding. If confidence is sufficiently
high, the GN suggests specifying the key finding in terms of probabil-
ity. The evaluation of evidence and degree of agreement of any key
finding is labelled a traceable account in the GN.

The GN also recommends taking a risk-management perspective by
stating that “sound decision making that anticipates, prepares for,
and responds to climate change depends on information about the
full range of possible consequences and associated probabilities.”
The GN also notes that, “low-probability outcomes can have signifi-
cant impacts, particularly when characterized by large magnitude, long
persistence, broad prevalence, and/or irreversibility.” For this reason,
the GN encourages the presentation of information on the extremes
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of the probability distributions of key variables, reporting quantitative
estimates when possible and supplying qualitative assessments and
evaluations when appropriate.

2.3  Risk and uncertainty

in climate change

Since the publication of AR4, political scientists have documented the
many choices of climate policy and the range of interested parties con-
cerned with them (Moser, 2007; Andonova et al., 2009; Bulkeley, 2010;
Betsill and Hoffmann, 2011; Cabré, 2011; Hoffmann, 2011; Meckling,
2011; Victor, 2011).

There continues to be a concern about global targets for mean surface
temperature and GHG concentrations that are discussed in Chapter 6
of this report. This choice is normally made at the global level with
some regions, countries, and sub-national political regions setting their
own targets consistent with what they believe the global ones should
be. Policymakers at all levels of decision making face a second-order
set of choices as to how to achieve the desired targets. Choices in this
vein that are assessed in Chapters 7-12 of this report, include tran-
sition pathways for various drivers of emissions, such as fossil fuels
within the energy system, energy efficiency and energy-intensive
behavioural patterns, issues associated with land-use and spatial plan-
ning, and/or the emissions of non- CO, greenhouse gases.

The drivers influencing climate change policy options are discussed in
more detail in Chapters 13—16 of this report. These options include
information provision, economic instruments (taxes, subsidies, fines),
direct regulations and standards, and public investments. At the same
time, individuals, groups and firms decide what actions to take on their
own. These choices, some of which may be in response to governmen-
tal policy, include investments, lifestyle and behaviour.

Decisions for mitigating climate change are complemented by climate
adaptation options and reflect existing environmental trends and driv-
ers. The policy options are likely to be evaluated with a set of crite-
ria that include economic impacts and costs, equity and distributional
considerations, sustainable development, risks to individuals and soci-
ety and co-benefits. Many of these issues are discussed in Chapters 3
and 4.

2.3.1 Uncertainties that matter for climate

policy choices
The range and number of interested parties who are involved in cli-
mate policy choices have increased significantly in recent years. There

has been a widening of the governance forums within which climate
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policies and international agreements are negotiated at the global
level (Victor, 2011), across multiple networks within national gov-
ernments (Andonova et al., 2009; Hoffmann, 2011), and at the local,
regional and/or interest group level (Moser, 2007; Bulkeley, 2010). At
the same time, the number of different policy instruments under active
discussion has increased, from an initial focus on cap-and-trade and
carbon tax instruments (Betsill and Hoffmann, 2011; Hoffmann, 2011),
to feed-in tariffs or quotas for renewable energy (Wiser et al., 2005;
Mendonca, 2007), investments in research and development (Sagar
and van der Zwaan, 2006; De Coninck et al., 2008; Grubler and Riahi,
2010), and reform of intellectual property laws (Dechezleprétre et al.,
2011; Percival and Miller, 2011).

Choices are sensitive to the degree of uncertainty with respect to a
set of parameters that are often of specific importance to particular
climate policy decisions. Here, and as shown in Figure 2.2, we group
these uncertainties into five broad classes, consistent with the
approach taken in Patt and Weber (2014):

e C(limate responses to greenhouse gas (GHG) emissions, and their
associated impacts. The large number of key uncertainties with
respect to the climate system are discussed in Working Group |
(WGI). There are even greater uncertainties with respect to the
impacts of changes in the climate system on humans and the eco-
logical system as well as their costs to society. These impacts are
assessed in WGII.

e Stocks and flows of carbon and other GHGs. The large uncertain-
ties with respect to both historical and current GHG sources and
sinks from energy use, industry, and land-use changes are assessed
in Chapter 5. Knowledge gaps make it especially difficult to esti-
mate how the flows of greenhouse gases will evolve in the future
under conditions of elevated atmospheric CO, concentrations and
their impact on climatic and ecological processes.

e Technological systems. The deployment of technologies is likely to
be the main driver of GHG emissions and a major driver of climate
vulnerability. Future deployment of new technologies will depend
on how their price, availability, and reliability evolve over time as a
result of technological learning. There are uncertainties as to how
fast the learning will take place, what policies can accelerate learn-
ing and the effects of accelerated learning on deployment rates of
new technologies. Technological deployment also depends on the
degree of public acceptance, which in turn is typically sensitive to
perceptions of health and safety risks.

e Market behaviour and regulatory actions. Public policies can create
incentives for private sector actors to alter their investment behav-
iour, often in the presence of other overlapping regulations. The
extent to which firms change their behaviour in response to the
policy, however, often depends on their expectations about other
highly uncertain market factors, such as fossil fuel prices. There are
also uncertainties concerning the macro-economic effects of the
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aggregated behavioural changes. An additional factor influencing
the importance of any proposed or existing policy-driven incen-
tive is the likelihood with which regulations will be enacted and
enforced over the lifetime of firms’ investment cycles.

e Individual and firm perceptions. The choices undertaken by key
decision makers with respect to mitigation and adaptation mea-
sures are impacted by their perceptions of risk and uncertainties,
as well as their perceptions of the relevant costs and expected
benefits over time. Their decisions may also be influenced by the
actions undertaken by others.

Section 2.6 assesses the effects of uncertainties of these different
parameters on a wide range of policy choices, drawing from both
empirical studies and the modelling literature. The following three
examples illustrate how uncertainties in one or more of the above fac-
tors can influence choices between alternative options.

Example 1: Designing a regional emissions trading system (ETS). Over
the past decade, a number of political jurisdictions have designed and
implemented ETSs, with the European ETS being the one most stud-
ied. In designing the European system, policymakers took as their
starting point pre-defined emissions reduction targets. It was unclear
whether these targets would be met, due to uncertainties with respect
to national baseline emissions. The stocks and flows of greenhouse
gas emissions were partly determined by the uncertainty of the perfor-
mance of the technological systems that were deployed. Uncertainties
in market behaviour could also influence target prices and the number
of emissions permits allocated to different countries (Betsill and Hoff-
mann, 2011).

Example 2: Supporting scientific research into solar radiation manage-
ment (SRM). SRM may help avert potentially catastrophic temperature
increases, but may have other negative impacts with respect to global
and regional climatic conditions (Rasch et al., 2008). Research could
reduce the uncertainties as to these other consequences (Robock et al.,
2010). The decision to invest in specific research activities requires an
assessment as to what impact SRM will have on avoiding catastrophic
temperature increases. Temperature change will be sensitive to the
stocks and flows of greenhouse gases (GHG) and therefore to the
responses by key decision makers to the impacts of GHG emissions. The
decision to invest in specific research activities is likely to be influenced
by the perceived uncertainty in the actions undertaken by individuals
and firms (Blackstock and Long, 2010).

Example 3: Renting an apartment in the city versus buying a house
in the suburbs. When families and households face this choice, it is
likely to be driven by factors other than climate change concerns. The
decision, however, can have major consequences on CO, emissions as
well as on the impacts of climate change on future disasters such as
damage from flooding due to sea level rise. Hence, governments may
seek to influence these decisions as part of their portfolio of climate
change policies through measures such as land-use regulations or the
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pricing of local transportation options. The final choice is thus likely to
be sensitive to uncertainties in market behaviour as well as actions
undertaken by individuals and firms.

To add structure and clarity to the many uncertainties that different
actors face for different types of problems, we introduce a taxonomy
shown in Figure 2.2 that focuses on levels of decision making (the
rows) that range from international organizations to individuals and
households, and climate policy options (the columns) that include
long-term targets, transition pathways, policy instruments, resource
allocation and lifestyle options. The circles that overlay the cells in Fig-
ure 2.2 highlight the principal uncertainties relevant to decision-mak-
ing levels and climate policy choices that appear prominently in the
literature associated with particular policies. These are reviewed in
Section 2.6 of this chapter and in many of the following chapters of
WAGIII. The literature appraises the effects of a wide range of uncertain-
ties, which we group according to the five types described above.

2.3.2 What is new on risk and uncertainty in

AR5

Chapter 2 in WGIII AR4 on risk and uncertainty, which also served as a
framing chapter, illuminated the relationship of risk and uncertainty to
decision making and reviewed the literature on catastrophic or abrupt
climate change and its irreversible nature. It examined three pillars for
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dealing with uncertainties: precaution, risk hedging, and crisis preven-
tion and management. The report also summarized the debate in the
economic literature about the limits of cost-benefit analysis in situa-
tions of uncertainty.

Since the publication of AR4, a growing number of studies have con-
sidered additional sources of risk and uncertainties, such as regulatory
and technological risks, and examined the role they play in influenc-
ing climate policy. There is also growing awareness that risks in the
extremes or tail of the distribution make it problematic to rely on his-
torical averages. As the number of political jurisdictions implement-
ing climate policies has increased, there are now empirical findings to
supplement earlier model-based studies on the effects of such risks. At
the local level, adaptation studies using scenario-based methods have
been developed (ECLACS, 2011).

This chapter extends previous reports in four ways. First, rather than
focusing solely at the global level, this chapter expands climate-related
decisions to other levels of decision making as shown in Figure 2.2.
Second, compared to AR4, where judgment and choice were primar-
ily framed in rational-economic terms, this chapter reviews the psy-
chological and behavioural literature on perceptions and responses to
risk and uncertainty. Third, the chapter considers the pros and cons of
alternative methodologies and decision aids from the point of view of
practitioners. Finally, the chapter expands the scope of the challenges
associated with developing risk management strategies in relation to

Climate Policy Choices
1

( )
Long-Term Transition Policy Resource Lifestyle and
Targets Pathway Instrument Allocation Behavior
- | I
International i
Agreement Cllmate.Responses Stocks and Flows
and Associated Impacts £ Carb d GH
[Section 2.6.3.1] of Carbon and GHGs
o [2.6.4.3]
National
Government .
Technological Systems
[2.6.3.2]
Local or Regional [2.6.4]
Scale of | - g [2.6.5] Market Behavior &
Action Interest Group Regulatory Actions
[2.6.5] -
Industry Individual and
or Firm Firm Perceptions
[2.6.5.3] -
[2.6.6]
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Individual
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Figure 2.2 | Taxonomy of levels of decision making and climate policy choices. Circles show type and extent of uncertainty sources as they are covered by the literature. Numbers in
brackets refer to sections where more information on these uncertainty sources can be found.
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AR4 that requires reviewing a much larger body of published research.
To illustrate this point, the chapter references more than 50 publica-
tions on decision making under uncertainty with respect to integrated
assessment models (IAMs), the first time such a detailed examination
of this literature has been undertaken.

2.4 Risk perception and

responses to risk
and uncertainty

241 Considerations for design of climate

change risk reduction policies

When stakeholders are given information about mitigation and adap-
tation measures to reduce climate change risks, they make the fol-
lowing judgments and choices: How serious is the risk? Is any action
required? Which options are ruled out because the costs seem prohibi-
tive? Which option offers the greatest net expected benefits?

In designing such measures and in deciding how to present them to
stakeholders, one needs to recognize both the strengths and limita-
tions of decision makers at the different levels delineated in Figure 2.2.
Decision makers often have insufficient or imperfect knowledge about
climate risks, a deficit that can and needs to be addressed by better
data and public education. However, cognitive and motivational bar-
riers are equally or more important in this regard (Weber and Stern,
2011).

Normative models of choice described in Section 2.5 indicate how
decisions under risk and uncertainty should be made to achieve effi-
ciency and consistency, but these approaches do not characterize how
choices are actually made. Since decision makers have limitations in
their ability to process information and are boundedly rational (Simon,
1955), they often use simple heuristics and rules of thumb (Payne et al.,
1988). Their choices are guided not only by external reality (objective
outcomes and their likelihood) but also by the decision makers’ inter-
nal states (e.g., needs and goals) and their mental representation of
outcomes and likelihood, often shaped by previous experience. In other
words, a descriptive model of choice needs to consider cognitive and
motivational biases and decision rules as well as factors that are con-
sidered when engaging in deliberative thinking. Another complicating
factor is that when groups or organizations make decisions, there is the
potential for disagreement and conflict among individuals that may
require interpersonal and organizational facilitation by a third party.

Mitigation and adaptation decisions are shaped also by existing eco-
nomic and political institutional arrangements. Policy and market tools
for addressing climate change, such as insurance, may not be feasible
in developing countries that have no history of this type of protection;
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however, this option may be viewed as desirable in a country with an
active insurance sector (see Box 2.1). Another important determinant
of decisions is the status quo, because there is a tendency to give more
weight to the negative impacts of undertaking change than the equiv-
alent positive impacts (Johnson et al., 2007). For example, proposing
a carbon tax to reduce GHG emissions may elicit much more concern
from affected stakeholders as to how this measure will impact on
their current activities than the expected climate change benefits from
reducing carbon emissions. Choices are also affected by cultural differ-
ences in values and needs (Maslow, 1954), in beliefs about the exis-
tence and causes of climate change (Leiserowitz et al., 2008), and in
the role of informal social networks for cushioning catastrophic losses
(Weber and Hsee, 1998). By considering actual judgment and choice
processes, policymakers can more accurately characterize the effective-
ness and acceptability of alternative mitigation policies and new tech-
nologies. Descriptive models also provide insights into ways of framing
mitigation or adaptation options so as to increase the likelihood that
desirable climate policy choices are adopted. Descriptive models, with
their broader assumptions about goals and processes, also allow for
the design of behavioural interventions that capitalize on motivations
such as equity and fairness.

2.4.2 Intuitive and deliberative judgment and

choice

The characterization of judgment and choice that distinguishes intui-
tive processes from deliberative processes builds on a large body of
cognitive psychology and behavioural decision research that can
be traced to William James (1878) in psychology and to Friedrich
Nietzsche (2008) and Martin Heidegger (1962) in philosophy. A recent
summary has been provided by Kahneman (2003; 2011) as detailed in
Table 2.1:

Table 2.1 | Intuitive and deliberative process characteristics.

Intuitive Thinking (System 1)
Operates automatically and quickly, with little or no effort and no voluntary control.

Uses simple and concrete associations, including emotional reactions or simple rules of
conduct that have been acquired by personal experience with events and their consequences.

Deliberative Thinking (System 2)

Initiates and executes effortful and intentional abstract cognitive
operations when these are seen as needed.

These cognitive operations include simple or complex computations or formal logic.

Even though the operations of these two types of processes do not
map cleanly onto distinct brain regions, and the two systems often
operate cooperatively and in parallel (Weber and Johnson, 2009), the
distinction between Systems 1 and 2 helps to clarify the tension in the
human mind between the automatic and largely involuntary processes
of intuitive decisions, versus the effortful and more deliberate pro-
cesses of analytic decisions (Kahneman, 2011).
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Many of the simplified decision rules that characterize human judg-
ment and choice under uncertainty utilize intuitive (System 1) pro-
cesses. Simplification is achieved by utilizing the experiences, expec-
tations, beliefs, and goals of the interested parties involved in the
decision. Such shortcuts require much less time and effort than a
more detailed analysis of the tradeoffs between options and often
leads to reasonable outcomes. If one takes into account the con-
straints on time and attention and processing capacity of decision
makers, these decisions may be the best we can do for many choices
under uncertainty (Simon, 1955). Intuitive processes are utilized not
only by the general public, but also by technical experts such as insur-
ers and regulators (Kunreuther et al., 2013c) and by groups and orga-
nizations (Cyert and March, 1963; Cohen et al., 1972; Barreto and
Patient, 2013).

Intuitive processes work well when decision makers have copious
data on the outcomes of different decisions and recent experience is
a meaningful guide for the future, as would be the case in station-
ary environments (Feltovich et al., 2006). These processes do not work
well, however, for low-probability high-consequence events for which
the decision maker has limited or no past experience (Weber, 2011).
In such situations, reliance on intuitive processes for making decisions
will most likely lead to maintaining the status quo and focusing on the
recent past. This suggests that intuitive decisions may be problematic
in dealing with climate change risks such as increased flooding and
storm surge due to sea level rise, or a surge in fossil fuel prices as
a result of an unexpected political conflict. These are risks for which
there is limited or no personal experience or historical data and con-
siderable disagreement and uncertainty among experts with respect to
their risk assessments (Taleb, 2007).

The formal models and tools that characterize deliberative (System 2)
thinking require stakeholders to make choices in a more abstract and
systematic manner. A deliberative process focuses on potential short-
and long-term consequences and their likelihoods, and evenly evalu-
ates the options under consideration, not favouring the status quo. For
the low-probability high-consequence situations for which decision
makers have limited experience with outcomes, alternative decision
frameworks that do not depend on precise specification of probabili-
ties should be considered in designing risk management strategies for
climate change (Charlesworth and Okereke, 2010; Kunreuther et al.,
2013a).

The remainder of this section is organized as follows. Section 2.4.3
describes some important consequences of the intuitive processes uti-
lized by individuals, groups, and organizations in making decisions.
The predicted effectiveness of economic or technological climate
change mitigation solutions typically presuppose rational delibera-
tive thinking and evaluation without considering how perceptions
and reactions to climate risks impose on these policy options. Sec-
tion 2.4.4 discusses biases and heuristics that suggest that individu-
als learn in ways that differ significantly from deliberative Bayesian
updating. Section 2.4.5 addresses how behaviour is affected by social
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amplification of risk and considers the different levels of decision
making in Figure 2.2 by discussing the role of social norms, social
comparisons, and social networks in the choice process. Section 2.4.6
characterizes the general public’s perceptions of climate change risks
and uncertainty and their implications for communicating relevant
information.

Empirical evidence for the biases associated with climate change
response decisions triggered by intuitive processes exists mostly at
the level of the individual. As discussed in Sections 2.5 and 2.6, intui-
tive judgment and choice processes at other levels of decision making,
such as those specified in Figure 2.2, need to be acknowledged and
understood.

243 Consequences of intuitive decision

making

The behaviour of individuals are captured by descriptive models of
choice such as prospect theory (Kahneman and Tversky, 1979) for
decisions under risk and uncertainty and the beta-delta model (Laib-
son, 1997) for characterizing how future costs and benefits are evalu-
ated. While individual variation exists, the patterns of responding to
potential outcomes over time and the probabilities of their occur-
rence have an empirical foundation based on controlled experiments
and well-designed field studies examining the behaviour of technical
experts and the general public (Loewenstein and Elster, 1992; Cam-
erer, 2000).

2431 Importance of the status quo

The tendency to maintain the current situation is a broadly observed
phenomenon in climate change response contexts (e.g., inertia in
switching to a non-carbon economy or in switching to cost-effective
energy efficient products) (Swim et al., 2011). Sticking with the current
state of affairs is the easy option, favoured by emotional responses in
situations of uncertainty (“better the devil you know than the devil
you don't"), by many proverbs or rules (“when in doubt, do nothing"),
and observed biases in the accumulation of arguments for different
choice options (Weber et al., 2007). Overriding the status quo requires
commitment to change and effort (Fleming et al., 2010).

Loss aversion and reference points

Loss aversion is an important property that distinguishes prospect the-
ory (Tversky and Kahneman, 1992) from expected utility theory (von
Neumann and Morgenstern, 1944) by introducing a reference-depen-
dent valuation of outcomes, with a steeper slope for perceived losses
than for perceived gains. In other words, people experience more pain
from a loss than they get pleasure from an equivalent gain. The status
quo is often the relevant reference point that distinguishes outcomes
perceived as losses from those perceived as gains. Given loss aversion,
the potential negative consequences of moving away from the current
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state of affairs are weighted much more heavily than the potential
gains, often leading the decision maker not to take action. This behav-
iour is referred to as the status quo bias (Samuelson and Zeckhauser,
1988).

Loss aversion explains a broad range of decisions in controlled labora-
tory experiments and real world choices that deviate from the predic-
tions of rational models like expected utility theory (Camerer, 2000).
Letson et al. (2009) show that adapting to seasonal and inter-annual
climate variability in the Argentine Pampas by allocating land to dif-
ferent crops depends not only on existing institutional arrangements
(e.g., whether the farmer is renting the land or owns it), but also on
individual differences in farmers’ degree of loss aversion and risk
aversion. Greene et al. (2009) show that loss aversion combined with
uncertainty about future cost savings can explain why consumers fre-
quently appear to be unwilling to invest in energy-efficient technology
such as a more expensive but more fuel-efficient car that has posi-
tive expected utility. Weber and Johnson (2009) distinguish between
perceptions of risk, attitudes towards risk, and loss aversion that have
different determinants, but are characterized by a single "risk attitude’
parameter in expected utility models. Distinguishing and measuring
these psychologically distinct components of individual differences in
risk taking (e.g., by using prospect theory and adaptive ways of elicit-
ing its model parameters; Toubia et al., 2013) provides better targeted
entry points for policy interventions.

Loss aversion influences the choices of experienced decision makers
in high-stakes risky choice contexts, including professional financial
markets traders (Haigh and List, 2005) and professional golfers (Pope
and Schweitzer, 2011). Yet, other contexts fail to elicit loss aversion,
as evidenced by the failure of much of the global general public to be
alarmed by the prospect of climate change (Weber, 2006). In this and
other contexts, loss aversion does not arise because decision makers
are not emotionally involved (Loewenstein et al., 2001).

Use of framing and default options for the design of decision
aids and interventions

Descriptive models not only help explain behaviours that deviate from
the predictions of normative models of choice but also provide entry
points for the design of decision aids and interventions collectively
referred to as choice architecture, indicating that people’s choices
depend in part on the ways that possible outcomes of different
options are framed and presented (Thaler and Sunstein, 2008). Pros-
pect theory suggests that changing decision makers’ reference points
can impact on how they evaluate outcomes of different options and
hence their final choice. Patt and Zeckhauser (2000) show, for exam-
ple, how information about the status quo and other choice options
can be presented differently to create an action bias with respect to
addressing the climate change problem. More generally, choice archi-
tecture often involves changing the description of choice options and
the context of a decision to overcome the pitfalls of intuitive (System
1) processes without requiring decision makers to switch to effortful
(System 2) thinking (Thaler and Sunstein, 2008).
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One important choice architecture tool comes in the form of behav-
joural defaults, that is, recommended options that will be implemented
if no active decision is made (Johnson and Goldstein, 2013). Default
options serve as a reference point so that decision makers normally
stick with this option due to loss aversion (Johnson et al., 2007; Weber
et al., 2007). ‘Green’ energy defaults have been found to be very effec-
tive in lab studies involving choices between different lighting tech-
nologies (Dinner et al., 2011), suggesting that environmentally friendly
and cost-effective energy efficient technology will find greater deploy-
ment if it were to show up as the default option in building codes and
other regulatory contexts. Green defaults are desirable policy options
because they guide decision makers towards individual and social
welfare maximizing options without reducing choice autonomy. In a
field study, German utility customers adopted green energy defaults, a
passive choice that persisted over time and was not changed by price
feedback (Pichert and Katsikopoulos, 2008). Moser (2010) provides
other ways to frame climate change information and response options
in ways consistent with the communication goal and characteristics of
the audience.

2.4.3.2 Focus on the short term and the here-and-now
Finite attention and processing capacity imply that unaided intuitive
choices are restricted in their scope. This makes individuals susceptible
to different types of myopia or short-sightedness with respect to their
decisions on whether to invest in measures they would consider cost-
effective if they engaged in deliberative thinking (Weber and Johnson,
2009; Kunreuther et al., 2013b).

Present bias and quasi-hyperbolic time discounting

Normative models suggest that future costs and benefits should be
evaluated using an exponential discount function, that is, a constant
discount rate per time period (i.e., exponentially), where the discount
rate should reflect the decision maker's opportunity cost of money (for
more details see Section 3.6.2). In reality, people discount future costs
or benefits much more sharply and at a non-constant rate (i.e., hyper-
bolically), so that delaying an immediate receipt of a benefit is viewed
much more negatively than if a similar delay occurs at a future point in
time (Loewenstein and Elster, 1992). Laibson (1997) characterized this
pattern by a quasi-hyperbolic discount function, with two parameters:
(1) present bias, i.e., a discount applied to all non-immediate outcomes
regardless how far into the future they occur, and (2) a rational dis-
counting parameter. The model retains much of the analytical tracta-
bility of exponential discounting, while capturing the key qualitative
feature of hyperbolic discounting.

Failure to invest in protective measures

In the management of climate-related natural hazards such as flood-
ing, an extensive empirical literature reveals that adoption rates of
protective measures by the general public are much lower than if indi-
viduals had engaged in deliberative thinking by making relevant trad-
eoffs between expected costs and benefits. Thus, few people living in
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flood prone areas in the United States voluntarily purchase flood insur-
ance, even when it is offered at highly subsidized premiums under the
National Flood Insurance Program (NFIP) (Kunreuther et al., 1978). In
the context of climate change mitigation, many efficient responses like
investments in household energy efficiency are not adopted because
decision makers focus unduly on the upfront costs of these measures
(due to hyperbolic discounting amplified by loss aversion) and weight
the future benefits of these investments less than predicted by norma-
tive models (see Sections 2.6.4.3 and 3.10). The failure of consumers
to buy fuel-efficient cars because of their higher upfront costs (Section
8.3.5) is another example of this behaviour.

At a country or community level, the upfront costs of mitigating CO,
emissions or of building seawalls to reduce the effects of sea level rise
loom large due to loss aversion, while the uncertain and future ben-
efits of such actions are more heavily discounted than predicted by
normative models. Such accounting of present and future costs and
benefits on the part of consumers and policymakers might make it dif-
ficult for them to justify these investments today and arrive at long-
term sustainable decisions (Weber, 2013).

Focus on short-term goals

Krantz and Kunreuther (2007) emphasize the importance of goals
and plans as a basis for making decisions. In the context of climate
change, protective or mitigating actions often require sacrificing
short-term goals that are highly weighted in people’s choices in order
to meet more abstract, distant goals that are typically given very low
weight. A strong focus on short-term goals (e.g., immediate survival)
may have been helpful as humans evolved, but may have negative
consequences in the current environment where risks and challenges
are more complex and solutions to problems such as climate change
require a focus on long time horizons. Weber et al. (2007) succeeded
in drastically reducing people’s discounting of future rewards by
prompting them to first generate arguments for deferring consump-
tion, contrary to their natural inclination to focus initially on rationales
for immediate consumption. To deal with uncertainty about future
objective circumstances as well as subjective evaluations, one can
adopt multiple points of view (Jones and Preston, 2011) or multiple
frames of reference (De Boer et al., 2010); a generalization of the
IPCC's scenario approach to an uncertain climate future is discussed
in Chapter 6.

Mental accounting as a protection against short-term focus

People often mentally set up separate ‘accounts’ for different classes
of expenditures and do not treat money as fungible between these
accounts (Thaler, 1999). Mental accounts for different expenditures
serve as effective budgeting and self-control devices for decision mak-
ers with limited processing capacity and self-control. A focus on short-
term needs and goals can easily deplete financial resources, leaving not
enough for long(er)-term goals. Placing a limit on short-term spending
prevents this from happening. But such a heuristic also has a down-
side by unduly limiting people’s willingness to invest in climate change
mitigation or adaptation measures (e.g., flood proofing or solar pan-
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els) that exceed their allocated budget for this account, regardless of
future benefits. Such constraints (real or mental) often lead to the use
of lexicographic (rather than compensatory) choice processes, where
option sets are created or eliminated sequentially, based on a series of
criteria of decreasing importance (Payne et al., 1988).

Mental accounting at a nonfinancial level may also be responsible for
rebound effects of a more psychological nature, in addition to the eco-
nomically based rebound effects discussed in Section 8.3.5. Rebound
effects describe the increase in energy usage that sometimes fol-
lows improvements in household, vehicle, or appliance efficiency. For
example, households who weatherize their homes tend to increase
their thermostat settings during the winter afterwards, resulting in a
decrease in energy savings relative to what is technologically achiev-
able (Hirst et al., 1985). While rebound effects on average equal only
10-30% of the achievable savings, and therefore do not cancel out
the benefits of efficiency upgrades (Ehrhardt-Martinez and Laitner,
2010), they are significant and may result from fixed mental accounts
that people have for environmentally responsible behaviour. Having
fulfilled their self-imposed quota by a particular action allows decision
makers to move on to other goals, a behaviour also sometimes referred
to as the single-action bias (Weber, 2006).

2433 Aversion to risk, uncertainty, and ambiguity

Most people are averse to risk and to uncertainty and ambiguity when
making choices. More familiar options tend to be seen as less risky, all
other things being equal, and thus more likely to be selected (Figner
and Weber, 2011).

Certainty effect or uncertainty aversion

Prospect theory formalizes a reqularity related to people’s perceptions
of certain versus probabilistic prospects. People overweight outcomes
they consider certain, relative to outcomes that are merely proba-
ble—a phenomenon labelled the certainty effect (Kahneman and Tver-
sky, 1979). This frequently observed behaviour can explain why the
certain upfront costs of adaptation or mitigation actions are viewed as
unattractive when compared to the uncertain future benefits of under-
taking such actions (Kunreuther et al., 2013b).

Ambiguity aversion

Given the high degree of uncertainty or ambiguity in most forecasts
of future climate change impacts and the effects of different mitiga-
tion or adaptation strategies, it is important to consider not only deci-
sion makers' risk attitudes, but also attitudes towards ambiguous out-
comes. The Ellsberg paradox (Ellsberg, 1961) revealed that, in addition
to being risk averse, most decision makers are also ambiguity averse,
that is, they prefer choice options with well-specified probabilities
over options where the probabilities are uncertain. Heath and Tversky
(1991) demonstrated, however, that ambiguity aversion is not present
when decision makers believe they have expertise in the domain of
choice. For example, in contrast to the many members of the general
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public who consider themselves to be experts in sports or the stock
market, relatively few people believe themselves to be highly compe-
tent in environmentally relevant technical domains such as the trad-
eoffs between hybrid electric versus conventional gasoline engines in
cars, so they are likely to be ambiguity averse. Farmers who feel less
competent with respect to their understanding of new technology are
more ambiguity averse and less likely to adopt farming innovations (in
Peru; Engle-Warnick and Laszlo, 2006; and in the USA; Barham et al,,
2014). With respect to the likelihood of extreme events, such as natural
disasters, insurers feel they do not have special expertise in estimating
the likelihood of these events so they also tend to be ambiguity averse
and set premiums that are considerably higher than if they had more
certainty with respect to the likelihood of their occurrence (Kunreuther
et al., 1993; Cabantous et al., 2011).

244 Learning

The ability to change expectations and behaviour in response to new
information is an important survival skill, especially in uncertain and
non-stationary environments. Bayesian updating characterizes learning
when one engages in deliberative thinking. Individuals who engage
in intuitive thinking are also highly responsive to new and especially
recent feedback and information, but treat the data differently than
that implied by Bayesian updating (Weber et al., 2004).

Availability bias and the role of salience

People’s intuitive assessment of the likelihood of an uncertain event
is often based on the ease with which instances of its occurrence can
be brought to mind, a mechanism called availability by Tversky and
Kahneman (1973). Sunstein (2006) discusses the use of the availabil-
ity heuristics in response to climate change risks and how it differs
among groups, cultures, and nations. Availability is strongly influenced
by recent personal experience and can lead to an underestimation of
low-probability events (e.g., typhoons, floods, or droughts) before they
occur, and their overestimation after an extreme event has occurred.
The resulting availability bias can explain why individuals first pur-
chase insurance after a disaster has occurred and cancel their policies
several years later, as observed for earthquake (Kunreuther et al., 1978)
and flood insurance (Michel-Kerjan et al., 2012). It is likely that most
of these individuals had not suffered any losses during this period
and considered the insurance to be a poor investment. It is difficult
to convince insured individuals that the best return on their policy is
no return at all. They should celebrate not having suffered a loss (Kun-
reuther et al., 2013¢).

Linear thinking

A majority of people perceive climate in a linear fashion that reflects
two common biases (Sterman and Sweeney, 2007; Cronin et al., 2009;
Dutt and Gonzalez, 2011). First, people often rely on the correlation
heuristic, which means that people wrongly infer that an accumulation
(CO, concentration) follows the same path as the inflow (CO, emis-
sions). This implies that cutting emissions will quickly reduce the con-
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centration and damages from climate change (Sterman and Sweeney,
2007). According to Dutt (2011) people who rely on this heuristic likely
demonstrate wait-and-see behaviour on policies that mitigate climate
change because they significantly underestimate the delay between
reductions in CO, emissions and in the CO, concentration. Sterman and
Sweeny (2007) show that people’s wait-and-see behaviour on mitiga-
tion policies is also related to a second bias whereby people incorrectly
infer that atmospheric CO, concentration can be stabilized even when
emissions exceeds absorption.

Linear thinking also leads people to draw incorrect conclusions from
nonlinear metrics, like the miles-per-gallon (mpg) ratings of vehicles’
gasoline consumption in North America (Larrick and Soll, 2008). When
given a choice between upgrading to a 15-mpg car from a 12-mpg car,
or to a 50-mpg car from a 29-mpg car, most people choose the latter
option. However, for 100 miles driven under both options, it is easily
shown that the first upgrade option saves more fuel (1.6 gallons for
every 100 miles driven) than the second upgrade option (1.4 gallons
for every 100 miles driven).

Effects of personal experience

Learning from personal experience is well predicted by reinforcement
learning models (Weber et al., 2004). Such models describe and predict
why the general public is less concerned about low-probability high-
impact climate risks than climate scientists would suggest is warranted
by the evidence (Gonzalez and Dutt, 2011). These learning models also
capture the volatility of the public's concern about climate change
over time, for example in reaction to the personal experience of local
weather abnormalities (an abnormal cold spell or heat wave) that have
been shown to influence belief in climate change (Li et al., 2011).

Most people do not differentiate very carefully between weather, cli-
mate (average weather over time), and climate variability (variations
in weather over time). People confound climate and weather in part
because they have personal experience with weather and weather
abnormalities but little experience with climate change, an abstract
statistical concept. They thus utilize weather events in making judg-
ments about climate change (Whitmarsh, 2008). This confusion has
been observed in countries as diverse as the United States (Bostrom
et al, 1994; Cullen, 2010) and Ethiopia (BBC World Service Trust,
2009).

Personal experience can differ between individuals as a function of
their location, history, and/or socio-economic circumstances (Figner
and Weber, 2011). Greater familiarity with climate risks, unless accom-
panied by alarming negative consequences, could actually lead to a
reduction rather than an increase in the perceptions of its riskiness
(Kloeckner, 2011). On the other hand, people’s experience can make
climate a more salient issue. For example, changes in the timing and
extent of freezing and melting (and associated effects on sea ice, flora,
and fauna) have been experienced since the 1990s in the American
and Canadian Arctic and especially indigenous communities (Laidler,
2006), leading to increased concern with climate change because tra-



Chapter 2

ditional prediction mechanisms no longer can explain these phenom-
ena (Turner and Clifton, 2009).

People’s expectations of change (or stability) in climate variables also
affect their ability to detect trends in probabilistic environments. For
instance, farmers in lllinois were asked to recall growing season tem-
perature or precipitation statistics for seven preceding years. Farmers
who believed that their region was affected by climate change recalled
precipitation and temperature trends consistent with this expectation,
whereas farmers who believed in a constant climate, recalled precipita-
tions and temperatures consistent with that belief (Weber, 1997). Rec-
ognizing that beliefs shape perception and memory provides insight
into why climate change expectations and concerns vary between seg-
ments of the US population with different political ideologies (Leise-
rowitz et al., 2008).

The evidence is mixed when we examine whether individuals learn
from past experience with respect to investing in adaptation or miti-
gation measures that are likely to be cost-effective. Even after the
devastating 2004 and 2005 hurricane seasons in the United States, a
large number of residents in high-risk areas had still not invested in
relatively inexpensive loss-reduction measures, nor had they under-
taken emergency preparedness measures (Goodnough, 2006). Surveys
conducted in Alaska and Florida, regions where residents have been
exposed more regularly to physical evidence of climate change, show
greater concern and willingness to take action (ACI, 2004; Leiserowitz
and Broad, 2008; Mozumder et al., 2011).

A recent study assessed perceptions and beliefs about climate change of
a representative sample of the Britain public (some of whom had expe-
rienced recent flooding in their local area). It also asked whether they
would reduce personal energy use to reduce greenhouse gas emission
(Spence et al., 2011). Concern about climate change and willingness to
take action was greater in the group of residents who had experienced
recent flooding. Even though the flooding was only a single and local
data point, this group also reported less uncertainty about whether cli-
mate change was really happening than those who did not experience
flooding recently, illustrating the strong influence of personal experi-
ence. Other studies fail to find a direct effect of personal experience with
flooding generating concern about climate risks (Whitmarsh, 2008).

Some researchers find that personal experience with ill health from air
pollution affects perceptions of and behavioural responses to climate
risks (Bord et al., 2000; Whitmarsh, 2008), with the negative effects
from air pollution creating stronger pro-environmental values. Myers
et al. (2012) looked at the role of experiential learning versus moti-
vated reasoning among highly engaged individuals and those less
engaged in the issue of climate change. Low-engaged individuals
were more likely to be influenced by their perceived personal experi-
ence of climate change than by their prior beliefs, while those highly
engaged in the issue (on both sides of the climate issue) were more
likely to interpret their perceived personal experience in a manner that
strengthens their pre-existing beliefs.
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Indigenous climate change knowledge contributions from Africa
(Orlove et al., 2010), the Arctic (Gearheard et al., 2009), Australia
(Green et al., 2010), or the Pacific Islands (Lefale, 2010), derive from
accumulated and transmitted experience and focus mostly on pre-
dicting seasonal or interannual climate variability. Indigenous knowl-
edge can supplement scientific knowledge in geographic areas with
a paucity of data (Green and Raygorodetsky, 2010) and can guide
knowledge generation that reduces uncertainty in areas that matter
for human responses (ACI, 2004). Traditional ecological knowledge is
embedded in value-institutions and belief systems related to historical
modes of experimentation and is transferred from generation to gen-
eration (Pierotti, 2011).

Underweighting of probabilities and threshold models of
choice

The probability weighting function of prospect theory indicates that
low probabilities tend to be overweighted relative to their objective
probability unless they are perceived as being so low that they are
ignored because they are below the decision maker's threshold level
of concern. Prior to a disaster, people often perceive the likelihood of
catastrophic events occurring as below their threshold level of con-
cern, a form of intuitive thinking in the sense that one doesn’t have
to reflect on the consequences of a catastrophic event (Camerer and
Kunreuther, 1989). The need to take steps today to deal with future cli-
mate change presents a challenge to individuals who are myopic. They
are likely to deal with this challenge by using a threshold model that
does not require any action for risks below this level. The problem is
compounded by the inability of individuals to distinguish between low
likelihoods that differ by one or even two orders of magnitude (e.g.,
between 1in 100 and 1 in 10,000) (Kunreuther et al., 2001).

245 Linkages between different levels of

decision making

Social amplification of risk

Hazards interact with psychological, social, institutional, and cultural
processes in ways that may amplify or attenuate public responses to
the risk or risk event by generating emotional responses and other
biases associated with intuitive thinking. Amplification may occur
when scientists, news media, cultural groups, interpersonal networks,
and other forms of communication provide risk information. The ampli-
fied risk leads to behavioural responses, which, in turn, may result in
secondary impacts such as the stigmatization of a place that has expe-
rienced an adverse event (Kasperson et al., 1988; Flynn et al., 2001).
The general public's overall concern about climate change is influ-
enced, in part, by the amount of media coverage the issue receives as
well as the personal and collective experience of extreme weather in a
given place (Leiserowitz et al., 2012; Brulle et al., 2012).

Social norms and social comparisons
Individuals" choices are often influenced by other people’s behaviour,

especially under conditions of uncertainty. Adherence to formal rules
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(e.g., standard operating procedures or best practices in organizations)
or informal rules of conduct is an important way in which we intui-
tively decide between different courses of action (Weber and Linde-
mann, 2007). “When in doubt, copy what the majority is doing” is not
a bad rule to follow in many situations, as choices adopted by oth-
ers are assumed to be beneficial and safe (Weber, 2013). In fact, such
social imitation can lead to social norms. Section 3.10.2 describes the
effects of social norms in greater detail. Goldstein et al. (2008) demon-
strate the effectiveness of providing descriptive norms (“this is what
most people do”) versus injunctive norms (“this is what you should
be doing”) to reduce energy use in US hotels. The application of social
norms to encourage investment in energy efficient products and tech-
nology is discussed in Section 2.6.5.3.

Social comparisons are another effective way to evaluate and learn
about the quality of obtained outcomes (Weber, 2004). It helps, for
example, to compare one’s own energy consumption to that of neigh-
bours in similar-sized apartments or houses to see how effective
efforts at energy conservation have been. Such non-price interventions
can substantially change consumer behaviour, with effects equivalent
to that of a short-run electricity price increase of 11 % to 20 % (Alcott,
2011). Social comparisons, imitation, and norms may be necessary to
bring about lifestyle changes that are identified in Chapter 9 as reduc-
ing GHG emissions from the current levels (Sanquist et al., 2012).

Social learning and cultural transmission

Section 9.3.10 suggests that indigenous building practices in many
parts of the world provide important lessons for affordable low-
energy housing design and that developed countries can learn from
traditional building practices, transmitted over generations, the social-
scale equivalent of ‘intuitive’ processing and learning at the individual
level.

Risk protection by formal (e.g., insurance) and informal
institutions (e.g., social networks)

Depending on their cultural and institutional context, people can pro-
tect themselves against worst-case and/or potentially catastrophic
economic outcomes either by purchasing insurance (Kunreuther et al.,
2013c¢) or by developing social networks that will help bail them out or
assist them in the recovery process (Weber and Hsee, 1998). Individual-
ist cultures favour formal insurance contracts, whereas collectivist soci-
eties make more use of informal mutual insurance via social networks.
This distinction between risk protection by either formal or informal
means exists at the individual level and also at the firm level, e.g., the
chaebols in Korea or the keiretsus in Japan (Gilson and Roe, 1993).

Impact of uncertainty on coordination and competition

Adaptation and especially mitigation responses require coordination
and cooperation between individuals, groups, or countries for many
of the choices associated with climate change. The possible outcomes
often can be viewed as a game between players who are concerned
with their own payoffs but who may still be mindful of social goals and
objectives. In this sense they can be viewed in the context of a pris-
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oners’ dilemma (PD) or social dilemma. Recent experimental research
on two-person PD games reveals that individuals are more likely to
be cooperative when payoffs are deterministic than when the out-
comes are probabilistic. A key factor explaining this difference is that
in a deterministic PD game, the losses of both persons will always be
greater when they both do not cooperate than when they do. When
outcomes are probabilistic there is some chance that the losses will be
smaller when both parties do not cooperate than when they do, even
though the expected losses to both players will be greater if they both
decide not to cooperate than if they both cooperate (Kunreuther et al.,
2009).

In a related set of experiments, Gong et al. (2009) found that groups
are less cooperative than individuals in a two-person deterministic PD
game; however, in a stochastic PD game, where defection increased
uncertainty for both players, groups became more cooperative than
they were in a deterministic PD game and more cooperative than indi-
viduals in the stochastic PD game. These findings have relevance to
behaviour with respect to climate change where future outcomes of
specific policies are uncertain. Consider decisions made by groups of
individuals, such as when delegations from countries are negotiating
at the Conference of Parties (COP) to make commitments for reduc-
ing GHG emissions where the impacts on climate change are uncer-
tain. These findings suggest that there is likely to be more cooperation
between governmental delegations than if each country was repre-
sented by a single decision maker.

Cooperation also plays a crucial role in international climate agree-
ments. There is a growing body of experimental literature that looks at
individuals' cooperation when there is uncertainty associated with oth-
ers adopting climate change mitigation measures. Tavoni et al. (2011)
found that communication across individuals improves the likelihood
of cooperation. Milinski et al. (2008) observed that the higher the risky
losses associated with the failure to cooperate in the provision of a
public good, the higher the likelihood of cooperation. If the target for
reducing CO, is uncertain, Barrett and Dannenberg (2012) show in an
experimental setting that cooperation is less likely than if the target is
well specified.

2.4.6 Perceptions of climate change risk and

uncertainty

Empirical social science research shows that the perceptions of climate
change risks and uncertainties depend not only on external reality but
also on the observers' internal states, needs, and the cognitive and
emotional processes that characterize intuitive thinking. Psychological
research has documented the prevalence of affective processes in the
intuitive assessment of risk, depicting them as essentially effort-free
inputs that orient and motivate adaptive behaviour, especially under
conditions of uncertainty that are informed and shaped by personal
experience over time (Finucane et al., 2000; Loewenstein et al., 2001;
Peters et al., 2006).
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Box 2.1 | Challenges facing developing countries

One of the key findings on developing countries is that non-state
actors such as tribes, clans, castes, or guilds may be of substantial
influence on how climate policy choices are made and diffused
rather than having the locus of decision making at the level of the
individual or governmental unit. For instance, a farming tribe/caste
may address the climate risks and uncertainties faced by their com-
munity and opt for a system of crop rotation to retain soil fertil-
ity or shift cultivation to preserve the nutritious state of farmlands.
Research in developing countries in Africa has shown that people
may understand probabilistic information better when it is pre-
sented in a group where members have a chance to discuss it (Patt
et al.,, 2005; Roncoli, 2006). This underscores why the risks and
uncertainty associated with climate change has shifted governmen-
tal responsibility to non-state actors (Rayner, 2007).

In this context, methodologies and decision aids used in individual-
centred western societies for making choices that rely on uncertain
probabilities and uncertain outcomes may not apply to develop-
ing countries. Furthermore, methodologies, such as expected utility
theory, assume an individual decision maker whereas in develop-
ing countries, decisions are often made by clans or tribes. In addi-
tion, tools such as cost-benefit analysis, cost-effectiveness analysis
and robust decision making may not always be relevant for devel-
oping countries since decisions are often based on social norms,
traditions, and customs

The adverse effects of climate change on food, water, security,
and incidences of temperature-influenced diseases (Shah and Lele,
2011), are further fuelled by a general lack of awareness about
climate change in developing countries (UNDP, 2007); conse-

Two important psychological risk dimensions have been shown to
influence people’s intuitive perceptions of health and safety risks
across numerous studies in multiple countries (Slovic, 1987). The first
factor, 'dread risk’, captures emotional reactions to hazards like nuclear
reactor accidents, or nerve gas accidents, that is, things that make peo-
ple anxious because of a perceived lack of control over exposure to
the risks and because consequences may be catastrophic. The second
factor, ‘unknown risk’, refers to the degree to which a risk (e.g., DNA
technology) is perceived as new, with unforeseeable consequences
and with exposures not easily detectable.

Perceptions of the risks associated with a given event or hazard are
also strongly influenced by personal experience and can therefore dif-
fer between individuals as a function of their location, history, and/or
socio-economic circumstances (see Box 2.1) (Figner and Weber, 2011).
Whereas personal exposure to adverse consequences increases fear
and perceptions of risk, familiarity with a risk can lower perceptions
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quently, policymakers in these countries support a wait-and-see
attitude toward climate change (Dutt, 2011). Resource allocation
and investment constraints may also lead policy-makers to post-
pone policy decisions to deal with climate change, as is the case
with respect to integration of future energy systems in small island
states (UNFCCC, 2007). The delay may prevent opportunities for
learning and increase future vulnerabilities. It may also lock in
countries into infrastructure and technologies that may be difficult
to alter.

The tension between short- and long-term priorities in low income
countries is often accentuated by uncertainties in political culture
and regulatory policies (Rayner, 1993). This may lead to policies
that are flawed in design and/or implementation or those that
have unintended negative consequences. For example, subsidies
for clean fuels such as liquefied petroleum gas (LPG) in a country
like India often do not reach their intended beneficiaries (the poor),
and at the same time add a large burden to the exchequer (Gov-
ernment of India, Ministry of Finance, 2012; I1SD, 2012).

Other institutional and governance factors impede effective cli-
mate change risk management in developing countries. These
include lack of experience with insurance (Patt et al., 2010), dearth
of data, and analytical capacity. A more transparent and effec-
tive civil service would also be helpful, for instance in stimulating
investments in renewable energy generation capacities (Komen-
dantova et al., 2012). Financial constraints suggest the impor-
tance of international assistance and private sector contribution to
implement adaptation and mitigation strategies for dealing with
climate change in developing countries.

of its riskiness unless it is accompanied by alarming negative conse-
quences (Kloeckner, 2011). Seeing climate change only as a simple
and gradual change from current to future average temperatures and
precipitation may make it seem controllable—the non-immediacy
of the danger seems to provide time to plan and execute protective
responses (Weber, 2006). These factors suggest that laypersons differ
in their perception of climate risks more than experts who engage in
deliberative thinking and estimate the likelihood and consequences of
climate change utilizing scientific data.

Impact of uncertainties in communicating risk

If the uncertainties associated with climate change and its future
impact on the physical and social system are not communicated accu-
rately, the general public may misperceive them (Corner and Hahn,
2009). Krosnick et al. (2006) found that perceptions of the seriousness
of global warming as a national issue in the United States depended on
the degree of certainty of respondents as to whether global warming is
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occurring and will have negative consequences coupled with their belief
that humans are causing the problem and have the ability to solve it.
Accurately communicating the degree of uncertainty in both climate
risks and policy responses is therefore a critically important challenge
for climate scientists and policymakers (Pidgeon and Fischhoff, 2011).

Roser-Renouf et al. (2011), building upon the work of Krosnick et al.
(2006), apply social cognitive theory to develop a model of climate
advocacy to increase the attention given to climate change in the spirit
of social amplification of risk. They found that campaigns looking to
increase the number of citizens contacting elected officials to advocate
climate policy action should focus on increasing the belief that global
warming is real, human-caused, a serious risk, and solvable. These four
key elements, coupled with the understanding that there is strong sci-
entific agreement on global warming (Ding et al., 2011), are likely to
build issue involvement and support for action to reduce the impacts
of climate change.

The significant time lags within the climate system and a focus on
short-term outcomes lead many people to believe global warming
will have only moderately negative impacts. This view is reinforced
because adverse consequences are currently experienced only in some
regions of the world or are not easily attributed to climate change. For
example, despite the fact that "“climate change currently contributes to
the global burden of disease and premature deaths” (IPCC, 2007) rela-
tively few people make the connection between climate change and
human health risks.

One challenge is how to facilitate correct inferences about the role of
climate change as a function of extreme event frequency and sever-
ity. Many parts of the world have seen increases in the frequency and
magnitude of heat waves and heavy precipitation events (IPCC, 2012).
In the United States, a large majority of Americans believe that climate
change exacerbated extreme weather events (Leiserowitz et al., 2012).
That said, the perception that the impact of climate change is neither
immediate nor local persists (Leiserowitz et al., 2008), leading many
to think it rational to advocate a wait-and-see approach to emissions
reductions (Sterman, 2008; Dutt and Gonzalez, 2013).

Differences in education and numeracy

Individual and group differences in education and training and the
resulting different cognitive and affective processes have additional
implications for risk communication. It may help to supplement the
use of words to characterize the likelihood of an outcome recom-
mended by the current IPCC Guidance Note (GN) with numeric prob-
ability ranges (Budescu et al., 2009). Patt and Dessai (2005) show that
in the IPCC Third Assessment Report (TAR), words that characterized
numerical probabilities were interpreted by decision makers in incon-
sistent and often context-specific ways, a phenomenon with a long his-
tory in cognitive psychology (Wallsten et al., 1986; Weber and Hilton,
1990). These context-specific interpretations of probability words are
deeply rooted, as evidenced by the fact that the likelihood of using
the intended interpretation of TAR probability words did not differ with
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level of expertise (attendees of a UN COP conference versus students)
or as a function of whether respondents had read the TAR instructions
that specify how the probability words characterized numerical prob-
abilities (Patt and Dessai, 2005).

Numeracy, the ability to reason with numbers and other mathemati-
cal concepts, is a particularly important individual and group differ-
ence in this context as it has implications for the presentation of likeli-
hood information using either numbers (for example, 90 %) or words
(for example, “very likely” or “likely”) or different graphs or diagrams
(Peters et al., 2006; Mastrandrea et al., 2011). Using personal experi-
ence with climate variables has been shown to be effective in com-
municating the impact of probabilities (e.g., of below-, about-, and
above-normal rainfall in an El Nifio year) to decision makers with low
levels of numeracy, for example subsistence farmers in Zimbabwe (Patt
et al,, 2005).

Tools and decision
aids for analysing
uncertainty and risk

2.5

This section examines how more formal approaches can assist deci-
sion makers in engaging in more deliberative thinking with respect to
climate change policies when faced with the risks and uncertainties
characterized in Section 2.3.

2.5.1 Expected utility theory

Expected utility [E(U)] theory (Ramsey, 1926; von Neumann and Mor-
genstern, 1944; Savage, 1954); remains the standard approach for pro-
viding normative guidelines against which other theories of individual
decision making under risk and uncertainty are benchmarked. Accord-
ing to the E(U) model, the solution to a decision problem under uncer-
tainty is reached by the following four steps:

Define a set of possible decision alternatives.

Quantify uncertainties on possible states of the world.

Value possible outcomes of the decision alternatives as utilities.
Choose the alternative with the highest expected utility.

el

This section clarifies the applicability of expected utility theory to the
climate change problem, highlighting its potentials and limitations.

2.5.1.1 Elements of the theory

E(U) theory is based on a set of axioms that are claimed to have nor-
mative rather than descriptive validity. Based on these axioms, a per-
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son’s subjective probability and utility function can be determined by
observing preferences in structured choice situations. These axioms
have been debated, strengthened, and relaxed by economists, psy-
chologists, and other social scientists over the years. The axioms have
been challenged by controlled laboratory experiments and field stud-
ies discussed in Section 2.4 but they remain the basis for parsing deci-
sion problems and recommending options that maximize expected
utility.

2.5.1.2 How can expected utility improve decision

making?

E(U) theory provides guidelines for individual choice, such as a farmer
deciding what crops to plant or an entrepreneur deciding whether to
invest in wind technology. These decision makers would apply E(U) the-
ory by following the four steps above. The perceptions and responses
to risk and uncertainty discussed in Section 2.5 provide a rationale
for undertaking deliberative thinking before making final choices.
More specifically, a structured approach, such as the E(U) model, can
reduce the impact of probabilistic biases and simplified decision rules
that characterize intuitive thinking. At the same time, the limitations
of E(U) must be clearly understood, as the procedures for determining
an optimal choice do not capture the full range of information about
outcomes and their risks and uncertainties.

Subjective versus objective probability

In the standard E(U) model, each individual has his/her own subjec-
tive probability estimates. When there is uncertainty on the scientific
evidence, experts’ probability estimates may diverge from each other,
sometimes significantly. With respect to climate change, observed rela-
tive frequencies are always preferred when suitable sets of observa-
tions are accessible. When these data are not available, one may want
to utilize structured expert judgment for quantifying uncertainty (see
Section 2.5.7).

Individual versus social choice

In applying E(U) theory to problems of social choice, a number of
issues arise. Condorcet’s voting paradox shows that groups of ratio-
nal individuals deciding by majority rule do not exhibit rational prefer-
ences. Using a social utility or social welfare function to determine an
optimal course of action for society requires some method of mea-
suring society's preferences. In the absence of these data the social
choice problem is not a simple exercise of maximizing expected utility.
In this case, a plurality of approaches involving different aggregations
of individual utilities and probabilities may best aid decision makers.
The basis and use of the social welfare function are discussed in Sec-
tion 3.4.6.

Normative versus descriptive

As noted above, the rationality axioms of E(U) are claimed to have
normative as opposed to descriptive validity. The paradoxes of Allais
(1953) and Ellsberg (1961) reveal choice behaviour incompatible
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with E(U); whether this requires modifications of the normative the-
ory is a subject of debate. McCrimmon (1968) found that business
executives willingly corrected violations of the axioms when they
were made aware of them. Other authors (Kahneman and Tversky,
1979; Schmeidler, 1989; Quiggin, 1993; Wakker, 2010) account for
such paradoxical choice behaviour by transforming the probabilities
of outcomes into decision weight probabilities that play the role of
likelihood in computing optimal choices but do not obey the laws
of probability. However, Wakker (2010, p. 350) notes that decision
weighting fails to describe some empirically observed behavioural
patterns.

2.5.2 Decision analysis

2.5.2.1 Elements of the theory

Decision analysis is a formal approach for choosing between alterna-
tives under conditions of risk and uncertainty. The foundations of deci-
sion analysis are provided by the axioms of expected utility theory. The
methodology for choosing between alternatives consists of the follow-
ing elements that are described in more detail in Keeney (1993):

1. Structure the decision problem by generating alternatives and
specifying values and objectives or criteria that are important to
the decision maker.

2. Assess the possible impacts of different alternatives by determin-
ing the set of possible consequences and the probability of each
occurring.

3. Determine preferences of the relevant decision maker by develop-
ing an objective function that considers attitudes toward risk and
aggregates the weighted objectives.

4. Evaluate and compare alternatives by computing the expected util-
ity associated with each alternative. The alternative with the high-
est expected utility is the most preferred one.

To illustrate the application of decision analysis, consider a homeowner
that is considering whether to invest in energy efficient technology as
part of their lifestyle options as depicted in Figure 2.2:

1. The person focuses on two alternatives: (A1) Maintain the status
quo, and (A2) Invest in solar panels, and has two objectives: (01)
Minimize cost, and (02) Assist in reducing global warming.

2. The homeowner would then determine the impacts of A1 and A2
on the objectives 01 and 02 given the risks and uncertainties
associated with the impact of climate change on energy usage as
well as the price of energy.

3. The homeowner would then consider his or her attitude toward
risks and then combine O1 and 02 into a multiattribute utility
function.

4. The homeowner would then compare the expected utility of A1
and A2, choosing the one that had the highest expected utility.
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25.2.2 How can decision analysis improve decision

making?

Decision analysis enables one to undertake sensitivity analyses with
respect to the uncertainties associated with the various consequences
and to different value structures. Suppose alternative A1 had the high-
est expected utility. The homeowner could determine when the deci-
sion to invest in solar panels would be preferred to maintaining the
status quo by asking questions such as:

e What would the minimum annual savings in energy expenses have
to be over the next 10 years to justify investing in solar panels?

e What is the fewest number of years one would have to reside in
the house to justify investing in solar panels?

e What impact will different levels of global warming have on the
expected costs of energy over the next 10 years for the home-
owner to want to invest in solar panels?

e How will changing the relative weights placed on minimizing cost
(01) and assisting in reducing global warming (02) affect the
expected utility of AT and A2?

253 Cost-benefit analysis

2.5.3.1 Elements of the theory

Cost-benefit analysis (CBA) compares the costs and benefits of differ-
ent alternatives with the broad purpose of facilitating more efficient
allocation of society’s resources. When applied to government deci-
sions, CBA can indicate the alternative that has the highest social net
present value based on a discount rate, normally constant over time,
that converts future benefits and costs to their present values (Board-
man et al., 2005; see also the extensive discussion in Section 3.6).
Social, rather than private, costs and benefits are compared, including
those affecting future generations (Brent, 2006). In this regard, bene-
fits across individuals are assumed to be additive. Distributional issues
may be addressed by putting different weights on specific groups to
reflect their relative importance. Under conditions of risk and uncer-
tainty, one determines expected costs and benefits by weighting out-
comes by their likelihoods of occurrence. In this sense, the analysis is
similar to expected utility theory and decision analysis discussed in
Sections 2.5.1 and 2.5.2.

CBA can be extremely useful when dealing with well-defined problems
that involve a limited number of actors who make choices among dif-
ferent mitigation or adaptation options. For example, a region could
examine the benefits and costs over the next fifty years of building
levees to reduce the likelihood and consequences of flooding given
projected sea level rise due to climate change.

CBA can also provide a framework for defining a range of global
long-term targets on which to base negotiations across countries
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(see for example Stern, 2007). However, CBA faces major challenges
when defining the optimal level of global mitigation actions for the
following three reasons: (1) the need to determine and aggregate
individual welfare, (2) the presence of distributional and intertempo-
ral issues, and (3) the difficulty in assigning probabilities to uncertain
climate change impacts. The limits of CBA in the context of climate
change are discussed at length in Sections 3.6 and 3.9. The discus-
sion that follows focuses on challenges posed by risk and uncer-
tainty.

2.5.3.2 How can CBA improve decision making?

Cost-benefit analysis assumes that the decision maker(s) will even-
tually choose between well-specified alternatives. To illustrate this
point, consider a region that is considering measures that coastal vil-
lages in hazard-prone areas can undertake to reduce future flood risks
that are expected to increase in part due to sea level rise. The different
options range from building a levee (at the community level) to pro-
viding low interest loans to encourage residents and businesses in the
community to invest in adaptation measures to reduce future damage
to their property (at the level of an individual or household).

Some heuristics and resulting biases discussed in the context of
expected utility theory also apply to cost-benefit analysis under uncer-
tainty. For example, the key decision maker, the mayor, may utilize a
threshold model of choice by assuming that the region will not be
subject to flooding because there have been no floods or hurricanes
during the past 25 years. By relying solely on intuitive processes there
would be no way to correct this behaviour until the next disaster
occurred, at which time the mayor would belatedly want to protect the
community. The mayor and his advisors may also focus on short-time
horizons, and hence do not wish to incur the high upfront costs associ-
ated with building flood protection measures such as dams or levees.
They are unconvinced that that such an investment will bring signifi-
cant enough benefits over the first few years when these city officials
are likely to be held accountable for the expenditures associated with
a decision to go forward on the project.

Cost-benefit analysis can highlight the importance of considering
the likelihood of events over time and the need to discount impacts
exponentially rather than hyperbolically, so that future time periods
are given more weight in the decision process. In addition, CBA can
highlight the tradeoffs between efficient resource allocation and distri-
butional issues as a function of the relative weights assigned to differ-
ent stakeholders (e.g., low income and well-to-do households in flood
prone areas).

2533 Advantages and limitations of CBA

The main advantage of CBA in the context of climate change is that it is
internally coherent and based on the axioms of expected utility theory.
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As the prices used to aggregate costs and benefits are the outcomes
of market activity, CBA is, at least in principle, a tool reflecting people’s
preferences. Although this is one of the main arguments in favour of
CBA (Tol, 2003), this line of reasoning can also be the basis for rec-
ommending that this approach not be employed for making choices if
market prices are unavailable. Indeed, many impacts associated with
climate change are not valued in any market and are therefore hard to
measure in monetary terms. Omitting these impacts distorts the cost-
benefit relationship.

Several ethical and methodological critiques have been put forward
with respect to the application of CBA to climate policy (Charlesworth
and Okereke, 2010; Caney, 2011). For example, the uncertainty sur-
rounding the potential impacts of climate change, including possible
irreversible and catastrophic effects on ecosystems, and their asym-
metric distribution around the planet, suggests CBA may be inappro-
priate for assessing optimal responses to climate change in these cir-
cumstances.

A strong and recurrent argument against CBA (Azar and Lindgren,
2003; Tol, 2003; Weitzman, 2009, 2011) relates to its failure in dealing
with infinite (negative) expected utilities arising from low-probability
catastrophic events often referred to as ‘fat tails'. In these situations,
CBA is unable to produce meaningful results, and thus more robust
techniques are required. The debate concerning whether fat tails are
indeed relevant to the problem at hand is still unsettled (see for exam-
ple Pindyck, 2011). Box 3.9 in Chapter 3 addresses the fat tail problem
and suggests the importance of understanding the impacts associated
with low probability, high impact climate change scenarios in evaluat-
ing alternative mitigation strategies.

One way to address the fat tail problem would be to focus on the
potential catastrophic consequences of low-probability, high-impact
events in developing GHG emissions targets and to specify a thresh-
old probability and a threshold loss. One can then remove events from
consideration that are below these critical values in determining what
mitigation and/or adaptation to adopt as part of a risk management
strategy for dealing with climate change (Kunreuther et al., 2013c).
Insurers and reinsurers specify these thresholds and use them to deter-
mine the amount of coverage that they are willing to offer against
a particular risk. They then diversify their portfolio of policies so the
annual probability of a major loss is below a pre-specified thresh-
old level of concern (e.g., 1 in 1000) (Kunreuther et al., 2013c). This
approach is in the spirit of a classic paper by Roy (1952) on safety-
first behaviour and can be interpreted as an application of probabilis-
tic cost-effectiveness analysis (i.e., chance constrained programming)
discussed in the next section. It was applied in a somewhat different
manner to environmental policy by Ciriacy-Wantrup (1971) who con-
tended that “a safe minimum standard is frequently a valid and rel-
evant criterion for conservation policy.”

One could also view uncertainty or risk associated with different
options as one of the many criteria on which alternatives should be
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evaluated. Multi-criteria analysis (MCA) is sometimes proposed to
overcome some of the limitations of CBA (see more on its basic fea-
tures in Chapter 3 and for applications in Chapter 6). MCA implies that
the different criteria or attributes should not be aggregated by convert-
ing all of them into monetary units. MCA techniques commonly apply
numerical analysis in two stages:

e Scoring: for each option and criterion, the expected consequences
of each option are assigned a numerical score on a strength of
preference scale. More (less) preferred options score higher (lower)
on the scale. In practice, scales often extend from 0 to 100, where
0 is assigned to a real or hypothetical least preferred option, and
100 is assigned to a real or hypothetical most preferred option. All
options considered in the MCA would then fall between 0 and 100.

e Weighting: numerical weights are assigned to define their relative
performance on a chosen scale that will often range from 0 (no
importance) to 1 (highest importance) (Dodgson et al., 2009).

254 Cost-effectiveness analysis

2.5.4.1 Elements of the theory

Cost-effectiveness analysis (CEA) is a tool based on constrained optimi-
zation for comparing policies designed to meet a pre-specified target.
The target can be defined through CBA, by applying a specific guide-
line such as the precautionary principle (see Section 2.5.5), or by speci-
fying a threshold level of concern or environmental standard in the
spirit of the safety-first models discussed above. The target could be
chosen without the need to formally specify impacts and their respec-
tive probabilities. It could also be based on an ethical principle such as
minimizing the worst outcome, in the spirit of a Rawlsian fair agree-
ment, or as a result of political and societal negotiation processes.

Cost-effectiveness analysis does not evaluate benefits in monetary
terms. Rather, it attempts to find the least-cost option that achieves a
desired quantifiable outcome. In one sense CEA can be seen as a spe-
cial case of CBA in that the technique replaces the criterion of choos-
ing a climate policy based on expected costs and benefits with the
objective of selecting the option that minimizes the cost of meeting
an exogenous target (e.g., equilibrium temperature, concentration, or
emission trajectory).

Like CBA, CEA can be generalized to include uncertainty. One solution
concept requires the externally set target to be specified with certainty.
The option chosen is the one that minimizes expected costs. Since
temperature targets cannot be met with certainty (den Elzen and van
Vuuren, 2007; Held et al., 2009), a variation of this solution concept
requires that the likelihood that an exogenous target (e.g., equilib-
rium temperature) will be exceeded is below a pre-defined threshold
probability. This solution procedure, equivalent to chance constrained
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programming (CCP) (Charnes and Cooper, 1959), enables one to use
stochastic programming to examine the impacts of uncertainty with
respect to the cost of meeting a pre-specified target. Chance con-
strained programming is a conceptually valid decision-analytic frame-
work for examining the likelihood of attaining climate targets when
the probability distributions characterizing the decision maker's state
of knowledge is held constant over time (Held et al., 2009).

25.4.2 How can CEA improve decision making?

To illustrate how CEA can be useful, consider a national government
that wants to set a target for reducing greenhouse gas (GHG) emis-
sions in preparation for a meeting of delegates from different countries
at the Conference of Parties (COP). It knows there is uncertainty as to
whether specific policy measures will achieve the desired objectives.
The uncertainties may be related to the outcomes of the forthcoming
negotiation process at the COP and/or to the uncertain impacts of
proposed technological innovations in reducing GHG emissions. Cost-
effectiveness analysis could enable the government to assess alterna-
tive mitigation strategies (or energy investment policies) for reduc-
ing GHG emissions in the face of these uncertainties by specifying a
threshold probability that aggregate GHG emissions will not be greater
than a pre-specified target level.

2543 Advantages and limitations of CEA over CBA
Cost-effectiveness analysis has an advantage over CBA in tackling
the climate problem in that it does not require formalized knowledge
about global warming impact functions (Pindyck, 2013). The focus of
CEA is on more tangible elements, such as energy alternatives, where
scientific understanding is more established (Stern, 2007). Still, CEA
does require scientific input on potential risks associated with climate
change. National and international political processes specify tempera-
ture targets and threshold probabilities that incorporate the prefer-
ences of different actors guided by data from the scientific community.
The corresponding drawback of CEA is that the choice of the target is
specified without considering its impact on economic efficiency. Once
costs to society are assessed and a range of temperature targets is
considered, one can assess people’s preferences by considering the
potential benefits and costs associated with different targets. However,
if costs of a desirable action turn out to be regarded as too high, then
CEA may not provide sufficient information to support taking action
now. In this case additional knowledge on the mitigation benefit side
would be required.

An important application of CEA in the context of climate change is
evaluating alternative transition pathways that do not violate a pre-
defined temperature target. Since a specific temperature target can-
not be attained with certainty, formulating probabilistic targets as a
CCP problem is an appropriate solution technique to use. However,
introducing anticipated future learning so that probability distribu-
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tions change over time can lead to infeasible solutions (Eisner et al.,
1971). Since this is a problem with respect to specifying temperature
targets, Schmidt et al. (2011) proposed an approach that that com-
bines CEA and CBA. The properties of this hybrid model (labelled ‘cost
risk analysis’) require further investigation. At this time, CEA through
the use of CCP represents an informative concept for deriving miti-
gation costs for the case where there is no learning over time. With
learning, society would be no worse off than the proposed CEA solu-
tion.

2.5.5 The precautionary principle and robust
decision making
2.5.5.1 Elements of the theory

In the 1970s and 1980s, the precautionary principle was proposed for
dealing with serious uncertain risks to the natural environment and
to public health (Vlek, 2010). In its strongest form the precautionary
principle implies that if an action or policy is suspected of having a risk
that causes harm to the public or to the environment, precautionary
measures should be taken even if some cause and effect relationships
are not established. The burden of proof that the activity is not harmful
falls on the proponent of the activity rather than on the public. A con-
sensus statement to this effect was issued at the Wingspread Confer-
ence on the Precautionary Principle on 26 January 1998.

The precautionary principle allows policymakers to ban products or
substances in situations where there is the possibility of their caus-
ing harm and/or where extensive scientific knowledge on their risks is
lacking. These actions can be relaxed only if further scientific findings
emerge that provide sound evidence that no harm will result. An influ-
ential statement of the precautionary principle with respect to climate
change is principle 15 of the 1992 Rio Declaration on Environment and
Development: “where there are threats of serious or irreversible dam-
age, lack of full scientific certainty shall not be used as a reason for
postponing cost-effective measures to prevent environmental degra-
dation.”

Robust decision making (RDM) is a particular set of methods devel-
oped over the last decade to address the precautionary principle in a
systematic manner. RDM uses ranges or, more formally, sets of plau-
sible probability distributions to describe uncertainty and to evaluate
how well different policies perform with respect to different outcomes
arising from these probability distributions. RDM provides decision
makers with tradeoff curves that allow them to debate how much
expected performance they are willing to sacrifice in order to improve
outcomes in worst case scenarios. RDM thus captures the spirit of the
precautionary principle in a way that illuminates the risks and benefits
of different policies. Lempert et al. (2006) and Hall et al. (2012) review
the application of robust approaches to decision making with respect
to mitigating or adapting to climate change.
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The tolerable windows approach can also be regarded as a ‘robust
method’. Temperature targets are specified and the bundle of decision
paths compatible with the targets is characterized. Mathematically, the
tolerable windows approach incorporates the features of CEA or CCP
without optimization. The selection of the relevant targets and the paths
to achieving it are left to those making the decision. (See Bruckner and
Zickfeld (2008) for an introduction and an overview to peer-reviewed
literature on the tolerable windows approach.)

2.5.6 Adaptive management

Adaptive management is an approach to governance that that grew
out of the field of conservation ecology in the 1970s and incorporates
mechanisms for reducing uncertainty over time (Holling, 1978; Walters
and Hilborn, 1978). Paraphrasing the IPCC Special Report on Extreme
Events (SREX) (IPCC, 2012), adaptive management represents struc-
tured processes for improving decision making and policy over time,
by incorporating lessons learned. From the theoretical literature, two
strands of adaptive management have been developed for improving
decision making under uncertainty: passive and active.

Passive adaptive management (PAM) involves carefully designing
monitoring systems, at the relevant spatial scales, so as to be able to
track the performance of policy interventions and improve them over
time in response to what has been learned. Active adaptive manage-
ment (AAM) extends PAM by designing the interventions themselves
as controlled experiments, so as to generate new knowledge. For
example, if a number of political jurisdictions were seeking to imple-
ment support mechanisms for technology deployment, in an AAM
approach they would deliberately design separate mechanisms that
are likely to differ across jurisdictions. By introducing such variance
into the management regime, however, one would collectively learn
more about how industry and investors respond to a range of interven-
tions. All jurisdictions could then use this knowledge in a later round
of policymaking, reflecting the public goods character of institutional
knowledge.

With respect to the application of PAM, Nilsson (2005) reports on a
case study of Sweden, in which policymakers engaged in repetitive ex
post analyses of national climate policy, and then responded to the les-
sons learned by modifying their goals and strategies. There are many
documented cases of PAM applications in the area of climate change
adaptation (Lawler et al., 2008; Berkes et al., 2000; Berkes and Jolly,
2001; Joyce et al., 2009; Armitage, 2011). The information gathering
and reporting requirements of the UNFCCC are also in the spirit of
PAM with respect to policy design, as are the diversity of approaches
implemented for renewable energy support across the states and prov-
inces of North America and the countries in Europe. The combination of
the variance in action with data gathered about the consequences of
these actions by government agencies has allowed for robust analysis
on the relative effectiveness of different instruments (Blok, 2006; Men-
donga, 2007; Butler and Neuhoff, 2008).
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Individuals relying on intuitive thinking are unlikely to undertake
experimentation that leads to new knowledge, as discussed in Section
2.4.3.1. In theory, adaptive management ought to correct this problem
by making the goal of learning through experimentation an explicit
policy goal. Lee (1993) illustrates this point by presenting a paradig-
matic case of AAM designed to increase salmon stocks in the Columbia
River watershed in the western United States and Canada. In this case,
there was the opportunity to introduce a number of different manage-
ment regimes on the individual river tributaries, and to reduce uncer-
tainty about salmon population dynamics. As Lee (1993) documented,
policymakers on the Columbia River were ultimately not able to carry
through with AAM: local constituencies, valuing their own immediate
interests over long-term learning in the entire region, played a crucial
role in blocking it. One could imagine such political and institutional
issues hindering the application of AAM at a global scale with respect
to climate change policies.

To date, there are no cases in the literature specifically documenting
climate change policies explicitly incorporating AAM. However, there
are a number of examples where policy interventions implicitly fol-
low AAM principles. One of these is promotion of energy research and
development (R&D). In this case the government invests in a large
number of potential new technologies, with the expectation that some
technologies will not prove practical, while others will be successful
and be supported by funding in the form of incentives such as subsi-
dies (Fischer and Newell, 2008).

2.5.7 Uncertainty analysis techniques

Uncertainty analysis consists of both qualitative and quantitative
methodologies (see Box 2.2 for more details). A Qualitative Uncer-
tainty Analysis (QLUA) helps improve the choice process of decision
makers by providing data in a form that individuals can easily under-
stand. QLUA normally does not require complex calculations so that it
can be useful in helping to overcome judgmental biases that character-
ize intuitive thinking. QLUA assembles arguments and evidence and
provides a verbal assessment of plausibility, frequently incorporated in
a Weight of Evidence (WoE) narrative.

A Quantitative Uncertainty Analysis (QNUA) assigns a joint distribu-
tion to uncertain parameters of a specific model used to characterize
different phenomena. Quantitative Uncertainty Analysis was pioneered
in the nuclear sector in 1975 to determine the risks associated with
nuclear power plants (Rasmussen, 1975). The development of QNUA
and its prospects for applications to climate change are reviewed by
Cooke (2012).

25.71 Structured expert judgment

Structured expert judgment designates methods in which experts
quantify their uncertainties to build probabilistic input for complex
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Box 2.2 | Quantifying uncertainty

Natural language is not adequate for propagating and com-
municating uncertainty. To illustrate, consider the U.S. National
Research Council 2010 report Advancing the Science of Climate
Change (America's Climate Choices: Panel on Advancing the Sci-
ence of Climate Change; National Research Council, 2010). Using
the AR4 calibrated uncertainty language, the NRC is highly confi-
dent that (1) the Earth is warming and that (2) most of the recent
warming is due to human activities.

What does the second statement mean? Does it mean the NRC is
highly confident that the Earth is warming and the recent warm-
ing is anthropogenic or that, given the Earth is warming, are they
highly confident humans cause this warming? The latter seems
most natural, as the warming is asserted in the first statement. In
that case the ‘high confidence’ applies to a conditional statement.
The probability of both statements being true is the probability
of the condition (Earth is warming) multiplied by the probability
of this warming being caused by humans, given that warming is
taking place. If both statements enjoy high confidence, then in
the calibrated language of AR4 where high confidence implies a
probability of 0.8, the statement that both are true would only be
“more likely than not” (0.8 x 0.8 = 0.64).

Qualitative uncertainty analysis easily leads the unwary to errone-
ous conclusions. Interval analysis is a semi-qualitative method in
which ranges are assigned to uncertain variables without distribu-

decision problems (Morgan and Henrion, 1990; Cooke, 1991; O'Hagan
et al, 2006). A wide variety of activities fall under the heading of
expert judgment that includes blue ribbon panels, Delphi surveys, and
decision conferencing.

Elements

Structured expert judgment such as science-based uncertainty quan-
tification was pioneered in the Rasmussen Report on risks of nuclear
power plants (Rasmussen, 1975). The methodology was further elabo-
rated in successive studies and involves protocols for expert selection
and training, elicitation procedures and performance-based combi-
nations that are described in more detail in Goossens et al. (2000).
In large studies, multiple expert panels provide inputs to computer
models with no practical alternative for combining expert judg-
ments except to use equal weighting. Hora (2004) has shown that
equal weight combinations of statistically accurate (‘well calibrated’)
experts loses statistical accuracy. Combinations based on experts’
statistical accuracy have consistently given more accurate and infor-
mative results (see for example Cooke and Goossens, 2008; Aspinall,
2010).
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tions and can mask the complexities of propagation, as attested
by the following statement in an early handbook on risk analysis:
“The simplest quantitative measure of variability in a parameter or
a measurable quantity is given by an assessed range of the values
the parameter or quantity can take. This measure may be adequate
for certain purposes (e.g., as input to a sensitivity analysis), but in
general it is not a complete representation of the analyst's knowl-
edge or state of confidence and generally will lead to an unreal-
istic range of results if such measures are propagated through an
analysis”, (U.S. NRC, 1983, Chapter 12, p.12).

The sum of 10 independent variables each ranging between
zero and ten, can assume any value between zero and 100. The
upper (lower) bound can be attained only if ALL variables take
their maximal (minimal) values, whereas values near 50 can
arise through many combinations. Simply stating the interval
[0, 100] conceals the fact that very high (low) values are much
more exceptional than central values. These same concepts are
widely represented throughout the uncertainty analysis literature.
According to Morgan and Henrion (1990): “Uncertainty analysis
is the computation of the total uncertainty induced in the out-
put by quantified uncertainty in the inputs and models [...] Fail-
ure to engage in systematic sensitivity and uncertainty analysis
leaves both analysts and users unable to judge the adequacy of
the analysis and the conclusions reached”, (Morgan and Henrion,
1990, p. 39).

How can this tool improve decision making under uncertainty?
Structured expert judgment can provide insights into the nature of
the uncertainties associated with a specific risk and the importance of
undertaking more detailed analyses to design meaningful strategies
and policies for dealing with climate change in the spirit of deliberative
thinking. In addition to climate change (Morgan and Keith, 1995; Zick-
feld et al., 2010), structured expert judgment has migrated into many
fields such as volcanology (Aspinall, 1996, 2010), dam/dyke safety
(Aspinall, 2010), seismicity (Kligel, 2008), civil aviation (Ale et al.,
2009), ecology (Martin et al., 2012; Rothlisberger et al., 2012), toxi-
cology (Tyshenko et al., 2011), security (Ryan et al., 2012), and epidemi-
ology (Tuomisto et al., 2008).

The general conclusions emerging from experience with structured
expert judgments to date are: (1) formalizing the expert judgment pro-
cess and adhering to a strict protocol adds substantial value to under-
standing the importance of characterizing uncertainty; (2) experts
differ greatly in their ability to provide statistically accurate and infor-
mative quantifications of uncertainty; and (3) if expert judgments must
be combined to support complex decision problems, the combination



Chapter 2

method should be subjected to the following quality controls: statisti-
cal accuracy and informativeness (Aspinall, 2010).

As attested by a number of governmental guidelines, structured expert
judgment is increasingly accepted as quality science that is applicable
when other methods are unavailable (U.S. Environmental Protection
Agency, 2005). Some expert surveys of economists concerned with
climate change examine damages (Nordhaus, 1994) and appropri-
ate discount rates (Weitzman, 2001). Structured expert judgments of
climate scientists were recently used to quantify uncertainty in the
ice sheet contribution to sea level rise, revealing that experts’ uncer-
tainty regarding the 2100 contribution to sea level rise from ice sheets
increased between 2010 and 2012 (Bamber and Aspinall, 2013).

Damages or benefits to ecosystems from invasions of non-indigenous
species are difficult to quantify and monetize on the basis of histori-
cal data. However ecologists, biologists and conservation economists
have substantial knowledge regarding the possible impacts of inva-
sive species. Recent studies applied structured expert judgment with
a performance-based combination and validation to quantify the costs
and benefits of the invasive species introduced since 1959 into the U.S.
Great Lakes by opening the St. Lawrence Seaway (Rothlisberger et al.,
2009, 2012). Lessons from studies such as these reveal that experts
may have applicable knowledge that can be captured in a structured
elicitation when historical data have large uncertainties associated
with them.

Advantages and limitations of structured expert judgment
Expert judgment studies do not reduce uncertainty; they merely quan-
tify it. If the uncertainties are large, as indeed they often are, then deci-
sion makers cannot expect science to relieve them of the burden of
deciding under conditions of ambiguity. Since its inception, structured
expert judgment has been met with scepticism in some quarters; it is,
after all, just opinions and not hard facts. Its steady growth and widen-
ing acceptance over 35 years correlates with the growth of complex
decision support models. The use of structured expert judgment must
never justify a diminution of effort in collecting hard data.

2.5.7.2 Scenario analysis and ensembles

Scenario analysis develops a set of possible futures based on extrapo-
lating current trends and varying key parameters, without sampling in
a systematic manner from an uncertainty distribution. Utilizing suffi-
ciently long time horizons ensures that structural changes in the sys-
tem are considered. The futurist Herman Kahn and colleagues at the
RAND Corporation are usually credited with inventing scenario analy-
sis (Kahn and Wiener, 1967). In the climate change arena, scenarios are
currently presented as different emission pathways or Representative
Concentration Pathways (RCPs). Predicting the effects of such path-
ways involves modelling the Earth’s response to changes in GHG con-
centrations from natural and anthropogenic sources. Different climate
models will yield different projections for the same emissions scenario.
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Model Intercomparison studies generate sets of projections termed
‘ensembles’ (van Vuuren et al., 2011).

Elements of the theory

Currently, RCPs are carefully constructed on the bases of plausible
storylines while insuring (1) they are based on a representative set of
peer-reviewed scientific publications by independent groups, (2) they
provide climate and atmospheric models as inputs, (3) they are harmo-
nized to agree on a common base year, and (4) they extend to the year
2100. The four RCP scenarios, shown in Figure 2.3 relative to the range
of baseline scenarios in the literature, roughly span the entire scenario
literature, which includes control scenarios reaching 430 ppm CO,eq
or lower by 2100. The scenarios underlying the RCPs were originally
developed by four independent integrated assessment models, each
with their own carbon cycle. To provide the climate community with
four harmonized scenarios, they were run through the same carbon
cycle/climate model (Meinshausen et al., 2011). Note that a represen-
tative set is not a random sample from the scenarios as they do not
represent independent samples from some underlying uncertainty dis-
tribution over unknown parameters.

Ensembles of model runs generated by different models, called multi-
model ensembles or super-ensembles, convey the scatter of the climate
response and natural internal climate variability around reference sce-
narios as sampled by a set of models, but cannot be interpreted proba-
bilistically without an assessment of model biases, model interdepen-
dence, and how the ensemble was constructed (see WGI AR5 Section
12.2; Knutti et al., 2010). In many cases the assessed uncertainty is
larger than the raw model spread, as illustrated in Figure 2.4. The
shaded areas (+/-1 standard deviation) around the time series do not
imply that 68 % are certain to fall in the shaded areas, but the model-
ers’ assessed uncertainty (likely ranges, vertical bars on the right) are
larger. These larger ranges reflect uncertainty in the carbon cycle and
the full range of climate sensitivity (WG| AR4 Section 10.5.4.6 and Box
10.3; Knutti et al., 2008) but do not reflect other possible sources of
uncertainty (e.g., ice sheet dynamics, permafrost, or changes in future
solar and volcanic forcings). Moreover, many of these models have
common ancestors and share parameterizations or code (Knutti et al.,
2013) creating dependences between different model runs. Probability
statements on global surface warming require estimating the models’
bias and interdependence (see WGI AR5 Sections 12.2 and 12.4.1.2).
WGI AR5 assigns likelihood statements (calibrated language) to global
temperature ranges for the RCP scenarios (WGI AR5 Table SPM.2) but
does not provide probability density functions (PDFs), as there is no
established formal method to generate PDFs based on results from dif-
ferent published studies.

Advantages and limitation of scenario and ensemble analyses

Scenario and ensemble analyses are an essential step in scoping the
range of effects of human actions and climate change. If the scenarios
span the range of possible outcomes, they may be seen as providing
support for uncertainty distributions in a formal uncertainty analysis. If
specific assumptions are imposed when generating the scenarios, then
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Figure 2.3 | Total radiative forcing (left panel) and cumulative carbon emissions since 1751 (right panel) in baseline scenario literature compared to RCP scenarios. Forcing was estimated
ex-post from models with full coverage using the median output from the MAGICC results. Secondary axis in the left panel expresses forcing in CO,eq concentrations. Scenarios are depicted
as ranges with median emboldened; shading reflects interquartile range (darkest), 5th—95th percentile range (lighter), and full extremes (lightest). Source: Figure 6.6 from WGIII AR5.
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Figure 2.4 | Solid lines are multi-model global averages of surface warming (relative to 1980—1999) for the scenarios A2, A1B and B1, shown as continuations of the 20th century
simulations. Shading denotes the +1 standard deviation range of individual model annual averages. The orange line is for the experiment where concentrations were held constant
at year 2000 values. The grey bars at right indicate the best estimate (solid line within each bar) and the likely range assessed for the six families of emissions scenarios discussed
in the IPCC's Fourth Assessment Report (AR4). The assessment of the best estimate and likely ranges in the grey bars includes the Atmosphere-Ocean General Circulation Models
(AOGCMs) in the left part of the figure, as well as results from a hierarchy of independent models and observational constraints. Based on: Figure SPM.5 from WGI AR5.
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the support is conditional on these assumptions (see Section 6.2.3).
The advantage of scenario/ensemble analyses is that they can be per-
formed without quantifying the uncertainty of the underlying unknown
parameters. On the downside, it is easy to read more into these analy-
ses than is justified. Analysts often forget that scenarios are illustra-
tive possible futures along a continuum. They tend to use one of those
scenarios in a deterministic fashion without recognizing that they have
a low probability of occurrence and are only one of many possible out-
comes. The use of probabilistic language in describing the swaths of
scenarios (such as standard deviations in Figure 2.4) may also encour-
age the misunderstandings that these represent science-based ranges
of confidence.

The study of representative scenarios based on probabilistic fore-
casts have been shown to facilitate strategic planning by professional
groups such as military commanders, oil company managers, and poli-
cymakers (Schoemaker, 1995; Bradfield et al., 2005). Recent work on
ice sheet modelling (Little et al., 2013) points in this direction. Using
modelling assumptions and prior distributions on model coefficients,
Monte Carlo simulations are used to produce probabilistic predictions.
Expert informed modelling is methodologically intermediate between
structured expert judgment (Bamber and Aspinall, 2013) and non-
probabilistic scenario sweeps. Structured expert judgment leaves the
modelling assumptions to the experts who quantify their uncertainty
on future observables.

2.6 Managing uncertainty,

risk and learning

2.6.1 Guidelines for developing policies

This section assesses how the risks and uncertainties associated with
climate change can affect choices with respect to policy responses,
strategies, and instruments. At the time of the AR4, there was some
modelling-based literature on how uncertainties affected policy design,
but very few empirical studies. In the intervening years, international
negotiations failed to establish clear national emissions reductions
targets, but established a set of normative principles, such as limit-
ing global warming to 2 °C. These are now reflected in international,
national, and subnational planning processes and have affected the
risks and uncertainties that matter for new climate policy develop-
ment. Greater attention and effort has been given to finding syner-
gies between climate policy and other policy objectives, so that it is
now important to consider multiple benefits of a single policy instru-
ment. For example, efforts to protect tropical rainforests (McDermott
et al.,, 2011), rural livelihoods (Lawlor et al., 2010), biodiversity (Jin-
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nah, 2011), public health (Stevenson, 2010), fisheries (Axelrod, 2011),
arable land (Conliffe, 2011), energy security (Battaglini et al., 2009),
and job creation (Barry et al., 2008) have been framed as issues that
should be considered when evaluating climate policies.

The treatment here complements the examination of policies and
instruments in later chapters of this report, such as Chapter 6 (which
assesses the results of IAMs) and Chapters 13-15 (which assess policy
instruments at a range of scales). Those later chapters provide greater
details on the overall tradeoffs to be made in designing policies. The
focus here is on the special effects of various uncertainties and risks on
those tradeoffs.

e Section 2.6.2 discusses how institutions that link science with pol-
icy grapple with several different forms of uncertainty so that they
meet both scientific and political standards of accountability.

e Section 2.6.3 presents the results of integrated assessment models
(IAMs) that address the choice of a climate change temperature
target or the optimal transition pathway to achieve a particular
target. IAMs normally focus on a social planner operating at the
global level.

e Section 2.6.4 summarizes the findings from modelling and empiri-
cal studies that examine the processes and architecture of interna-
tional treaties.

e Section 2.6.5 presents the results of modelling studies and the
few empirical analyses that examine the choice of particular policy
instruments at the sovereign state level for reducing GHG emis-
sions. It also examines how the adoption of energy efficiency prod-
ucts and technologies can be promoted at the firm and household
levels. Special attention is given to how uncertainties affect the
performance and effectiveness of these policy instruments.

e Section 2.6.6 discusses empirical studies of people’s support or
opposition with respect to changes in investment patterns and
livelihood or lifestyles that climate policies will bring about. These
studies show people’s sensitivity to the impact that climate change
will have on their personal health or safety and their perceptions
of the health and safety risks associated with the new technolo-
gies addressing the climate change problem.

Linking intuitive thinking and deliberative thinking processes for deal-
ing with uncertainties associated with climate change and climate
policy should increase the likelihood that instruments and robust poli-
cies will be implemented. In this sense, the concepts presented in this
section should be viewed as a starting point for integrating descriptive
models with normative models of choice for developing risk manage-
ment strategies.
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2.6.2 Uncertainty and the science/policy

interface

Science/policy interfaces are defined as social processes which encom-
pass relationships between scientists and other actors in the policy
process, and which allow for exchanges, co-evolution, and joint con-
struction of knowledge with the aim of enriching decision making (Van
den Hove, 2007). Analysts have called attention to several different
forms of uncertainty affecting the science/policy relationship that can
be summarized as follows:

* Paradigmatic uncertainty results from the absence of prior agree-
ment on the framing of problems, on methods for scientifically
investigating them, and on how to combine knowledge from
disparate research traditions. Such uncertainties are especially
common in cross-disciplinary, application-oriented research and
assessment for meeting policy objectives (Gibbons, 1994; Nowotny
etal., 2001).

e Epistemic uncertainty results from lack of information or knowl-
edge for characterizing phenomena. Stirling (2007) further dis-
tinguishes between uncertainty (insufficient knowledge to assess
probabilities), ambiguity (insufficient knowledge about possible
outcomes), and ignorance (insufficient knowledge of likely out-
comes and their probabilities). Others have noted that producing
more knowledge may exacerbate uncertainty, especially when
actors disagree about how to frame a problem for scientific inves-
tigation (Beck, 1992; Gross, 2010).

e Translational uncertainty results from scientific findings that are
incomplete or conflicting, so that they can be invoked to support
divergent policy positions (Sarewitz, 2010). In such circumstances,
protracted controversy often occurs, as each side challenges the
methodological foundations of the other's claims in a process
called ‘experimenters’ regress’ (Collins, 1985).

Institutions that link science to policy must grapple with all of the
above forms of uncertainty, often simultaneously. Because their
work cuts across conventional lines between science and politics,
these institutions have been called ‘boundary organizations’ (Gus-
ton, 2001) and their function has been termed ‘hybrid management’
(Miller, 2001). Straddling multiple worlds, science-policy institutions
are required to meet both scientific and political standards of account-
ability. Whereas achieving scientific consensus frequently calls for
bounding and closing down disagreements, achieving political legiti-
macy requires opening up areas of conflict in order to give voice to
divergent perspectives.

The task of resolving conflicts in policy-relevant science is generally
entrusted to multidisciplinary expert bodies. These organizations are
best suited to addressing the paradigmatic uncertainties that arise
when problems are novel or when synthesis is required across fields
with different standards of good scientific practice. Bridging epistemic
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and translational uncertainties, however, imposes added demands. For
expert advisory bodies to be viewed as legitimate they must represent
all relevant viewpoints in a politically acceptable manner (Jasanoff,
1990; 2005a). What counts as acceptable varies to some degree across
national decision-making cultures. Each culture may place different
weights on experts’ personal integrity, the reliability of their disciplin-
ary judgments, and their ability to forge agreement across competing
values (Jasanoff, 2005b, pp. 209-224).

To achieve legitimacy, institutions charged with linking science to policy
must also open themselves up to public input at one or more stages in
their deliberations. This process of “extended peer review” (Funtowicz
and Ravetz, 1992) is regarded as necessary, though insufficient, for the
production of “socially robust knowledge”, that is, knowledge that can
withstand public scrutiny and scepticism (Gibbons, 1994). Procedures
that are sufficient to produce public trust in one political context may
not work in others because national political cultures are character-
ized by different “civic epistemologies”, i.e., culturally specific modes
of generating and publicly testing policy-relevant knowledge (Jasanoff,
2005a).

International and global scientific assessment bodies confront addi-
tional problems of legitimacy because they operate outside long-
established national decision-making cultures and are accountable to
publics subscribing to different civic epistemologies (Jasanoff, 2010).
The temptation for such bodies has been to seek refuge in the linear
model in the hope that the strength of their internal scientific consen-
sus will be sufficient to win wide political buy-in. The recent research
on linking science to policy suggests otherwise.

2.6.3 Optimal or efficient stabilization
pathways (social planner

perspective)

Integrated assessment models (IAMs) vary widely in their underly-
ing structure and decision-making processes. IAMs designed for
cost-benefit analysis typically simulate the choices of an idealized
‘social planner’, who by definition is someone who makes decisions
on behalf of society, in order to achieve the highest social welfare by
weighting the benefits and cost of mitigation measures. In contrast,
many IAMs designed for cost-effectiveness analysis (CEA) specify the
social planner’s objective as identifying the transformation pathway
that achieves a pre-defined climate goal at the lowest discounted
aggregated costs to society. In both cases, the analyses do not con-
sider distributional effects of policies on different income groups, but
instead focus on the effect on total macroeconomic costs. Hence,
with these types of IAMs, negotiators that are part of the political
process are able to rank the relative desirability of alternative poli-
cies to the extent that they share the definition of social welfare
embedded in the model (e.g., discounted aggregate cost minimi-
zation), and believe that those implementing the policy will do so
cooperatively.



Chapter 2

Chapter 6 describes in more detail important structural characteristics
of a set of IAMs used to generate transformation pathways. The mod-
elling analyses highlighted in Chapter 6 utilize the scenario approach
to represent uncertainty. In this section we instead focus on 1AM
results where uncertainty is an integral part of the decision-analytic
framework.

Climate policy assessment should be considered in the light of uncer-
tainties associated with climate or damage response functions, the
costs of mitigation technology and the uncertainty in climate change
policy instruments. A key question these analyses address is how
uncertainty with respect to the above factors alters the optimal social
planner’s short-term reactions to climate change. A subset also asks
whether adjusting behaviour to uncertainty and designing more flex-
ible policies and technology solutions would induce a significant wel-
fare gain.

Table 2.2 provides an overview of the existing literature on IAMs that
examine mitigation actions. The rows classify the literature on the
basis of the type of uncertainty: upstream, associated with emission
baseline drivers, such as economic and population growth; down-
stream continuous, associated with climate feedbacks and damages;
downstream strongly nonlinear, associated with the possibility of
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thresholds and irreversibilities; policy responses, associated with the
uncertain adoption of policy tools; and multiple sources, when more
than one of the sources above are considered simultaneously. The
three columns categorize the literature according to the ways intro-
ducing uncertainty influence the findings. The theoretical economic
literature shows that the effect of including uncertainty in decision
making on near-term mitigation is ambiguous (for an overview see
e.g., Lange and Treich, 2008; De Zeeuw and Zemel, 2012). However,
for most studies that assume downstream strongly nonlinear uncer-
tainties under a social welfare maximization or downstream uncer-
tainties in combination with a temperature target, including uncer-
tainty in the analysis leads to an optimal or efficient level of
mitigation that is greater and/or accelerated than under conditions of
certainty.

The literature on IAMs incorporating uncertainty uses either Monte
Carlo simulations or fully stochastic programming techniques. Monte
Carlo studies provide insights regarding the order-of-magnitude effect
of multiple model parameter uncertainties for model output (Nordhaus
and Popp, 1997; Tol, 1999; Webster et al., 2002; Hope, 2008, p. 200;
Ackerman et al., 2010; Dietz, 2011; Pycroft et al., 2011). In this sense
they can be interpreted as a preparatory step towards a full-fledged
decision analysis under uncertainty.

Table 2.2 | Overview of literature on integrated assessment models examining mitigation actions. (cea) indicates: analysis based on a probabilistic generalization of CEA. Papers

that appear several times report different scenarios or assumptions. The few studies highlighted by

or maximin)."

wkn

use non-probabilistic decision criteria under uncertainty (e.g., minimax regret

Effect on Mitigation Action

Type of Uncertainty Considered
Accelerates/Increases Mitigation Action

Delays/Decreases Mitigation Action Ambiguous Effect

Upstream (emission drivers) Reilly et al., 1987; Webster et al., 2002; O'Neill

and Sanderson, 2008; Rozenberg et al.,, 2010

0'Neill and Sanderson, 2008

Downstream (climate
and damages)—mildly
nonlinear damages

Chichilnisky and Heal, 1993; Peck and Teisberg, 1994;

Ha-Duong and Treich, 2004; Syri et al., 2008; Athanassoglou
and Xepapadeas, 2011; Kaufman, 2012; Ackerman et al., 2013

Kolstad, 1994, 1996a; Baranzini et al., 2003 | Clarke and Reed, 1994; Kolstad, 1996b;
Tsur and Zemel, 1996; Gollier et al., 2000;
Fisher and Narain, 2003; Ha-Duong and
Treich, 2004; Baker et al., 2006; Lange and
Treich, 2008; Lorenz et al., 2012b; Ulph

and Ulph, 1997; Ackerman et al., 2013

Downstream (climate and

damages)—strongly nonlinear
event or temperature target Syri et al.,, 2008(cea); Johansson et al., 2008(cea); Hope,
2011(cea); Funke and Paetz, 2011; Iverson and Perrings,
2012*; Lorenz et al., 2012b; de Zeeuw and Zemel, 2012

Ha-Duong, 1998; Gjerde et al., 1999; ONeill and Oppenheimer,
2002; Baranzini et al,, 2003; Dumas and Ha-Duong, 2005;

2008; Webster, 2008; Tsur and Zemel, 2009; Schmidt et al.,

Peck and Teisberg, 1995 Gollier and Treich, 2003

Uncertainty on Policy Response

Ha-Duong et al., 1997; Blanford, 2009; Bosetti and Tavoni,
2009; Bosetti et al., 2009; Durand-Lasserve et al., 2010(cea)

Baudry, 2000; Baker and Shittu, 2006(cea)? Farzin and Kort, 2000(cea)

Multiple Sources of Uncertainty

Nordhaus and Popp, 1997; Grubb, 1997; Pizer, 1999; Tol,
1999; Obersteiner et al., 2001; Yohe et al,, 2004; Keller et al.,
2004; Baker and Shittu, 2008; Baker and Adu-Bonnah, 2008;
Bahn et al., 2008; Held et al., 2009; Hope, 2009; Labriet et al.,
2012(cea), 2010; Hof et al., 2010* ; Funke and Paetz, 2011*

Scott et al., 1999 Manne and Richels, 1991; Baker and Shittu,

2008(4); Baker and Adu-Bonnah, 2008°

Notes:

' In some studies the ‘baseline case' is a decision analysis based on a reduced form of uncertainty.
2 The impact on R&D investments depend on technology; the most common result is, however, that uncertainty decreases the optimal level of R&D investments.
> In the sense of: increasing damage uncertainty would lead to higher investments in less risky programmes, but the effect depends on the type of technology.
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Table 2.2 also characterizes the effect of the inclusion of uncertainty
on early-period mitigation efforts. A decision analysis is generally com-
pared to a baseline-case represented by a deterministic study utilizing
average values of uncertain parameters. (In some studies, the baseline
case is a decision analysis based on a reduced form of uncertainty.)

It should be noted that, although IAMs mimic decision makers who
utilize deliberative processes, in reality social planners might resort to
intuitive thinking to simplify their decision processes, leading to biases
and inferior choices. To date there is no research that considers such
behaviour by decision makers and how it affects the projections of
IAMs. We discuss the need for such studies in Section 2.7 on gaps in
knowledge and data.

2.6.3.1 Analyses predominantly addressing climate or

damage response uncertainty

Although studies differ in their approaches, the case against acceler-
ated or increased mitigation action is the possibility that irreversible
sunk cost investments in abatement options outweigh the irreversible
effects of climate change. This has been an infrequent finding, with the
exception of those studies that have not included catastrophic/thresh-
old damage and give no consideration to the non-climate related
benefits of these investments, such as enhancing energy security or
local pollution benefits. Indeed, the one set of papers that finds a need
for increased or accelerated mitigation action is ambiguous when
the social welfare optimum is examined under downstream continu-
ous/mildly nonlinear damages uncertainty. Lorenz et al. (2012a) show
that this is due primarily to the fact that damage nonlinearities are
often compensated by other nonlinearities such as a concave (i.e., sub-
linear) concentration-temperature relation.

Studies that cluster in the first column (accelerated or increased
mitigation action) assumed strongly non-linear damage functions or
temperature targets (3rd row). Cost-effectiveness analysis has been
applied to reflect targets when the models have been generalized to
include uncertainty. In this regard, Held et al. (2009), utilizing chance
constrained programming (CCP) (see Section 2.5.4.1), examine uncer-
tainty in climate and technology response properties. As their reference
case they calculated the mitigation effort needed to achieve a 2°C
temperature target, assuming average values for all uncertain param-
eters. Given uncertainty, however, it is clear that any given mitigation
effort will exceed the target with some probability; for the reference
case this is approximately 50 %. As the required probability for meet-
ing the target increases, a greater level of mitigation effort is required.
(An analogous argument holds for tipping-point derived targets. See
Mclnerney and Keller, 2008). If the required probability is 66.6 % rather
than 50%, investments in mitigation technologies need to occur in
earlier decades.

The effects on investment in mitigation also depend on whether uncer-
tainty is expected to be reduced. Is a reduction of uncertainty on cli-

180

Chapter 2

mate sensitivity and related climate response properties realistic? In
an early paper, Kelly and Kolstad (1999) evaluated the amount of time
needed to significantly reduce uncertainty about the parameters influ-
encing climate sensitivity by observing global warming. They found the
required time to be 90 to 160 years. Leach (2007) conducted a simi-
lar analysis that allowed two rather than one independent sources of
downstream uncertainty. In that case, the time required to resolve the
climate sensitivity parameters is likely to be even longer. These kind of
studies assumed that our basic understanding of atmospheric chem-
istry and physics would remain unchanged over time. If one were to
relax this constraint, then one could imagine that learning would prog-
ress more rapidly.

Another set of papers examines the ‘anticipation effect’, namely what
it means if we believe we will learn in the future, rather than that our
knowledge will remain constant. Lange and Treich (2008) showed that
the sign and magnitude of mitigation depend on the particular numeri-
cal model and type of uncertainty when introducing the anticipation
effect. Using CBA, for example, Lorenz et al. (2012b), Peck and Teisberg
(1993), Webster et al. (2008), and Yohe and Wallace (1996) showed
the anticipation effect to be negligible when assuming continuous and
only weakly non-linear damages. However, Lorenz (2012b) showed
slightly less immediate mitigation (compared to no-learning) if one
anticipates learning within a given, narrow, time window with respect
to threshold-type impacts. Such a mild reduction of early mitigation
in response to anticipation was also reported in Keller et al. (2004) in
accordance with Ulph and Ulph (1997).

When CEA is used to represent temperature targets in combination
with climate response uncertainty, it is difficult to evaluate learning
effects (see the discussion in Section 2.5.4.3). One way to allow for
numerical solutions in this case is to assume an upper limit on the dis-
tribution of climate sensitivity to examine the effect of learning in the
presence of a climate target. Under this assumption, more mitigation is
called for (Bahn et al., 2008; Syri et al., 2008; Fouquet and Johansson,
2008; Webster, 2008).

A further set of papers considers the impossibility of specifying a pre-
cise probability density function for characterizing climate sensitivity
as suggested by many climate scientists. This implies that these prob-
abilities are difficult to estimate and decisions have to be made under
conditions of ambiguity. Funke and Paetz (2011) account for model
structure uncertainty by employing a robust control approach based
on a maximin principle. When considering uncertainty on the ecologi-
cal side of the balance, they conclude that model uncertainty implies
a need for more aggressive near-term emissions reductions. Athanas-
soglou and Xepapadeas (2011) extend this approach to include adap-
tation. Iverson and Perrings (2012) apply combinations of maximin
and/or minimax decision criteria, examining the effects of widening
the range of climate sensitivity. Hof et al. (2010), contrast a CBA with
a minimax regret approach and find that the minimax regret approach
leads to more stringent and robust climate targets for relatively
low discount rates if both high climate sensitivity and high damage
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estimates are assumed. What remains unresearched is the possibil-
ity of using non-probabilistic methods to evaluate the effects of an
unbounded, or ‘fat-tails’, distribution for climate responses and cli-
mate impacts.

Finally, a potentially path-breaking development in economics is the
effort of Ackerman et al. (2013), Crost and Traeger (2013), and Kaufman
(2012) to disentangle risk aversion (a static effect) from consumption
smoothing (an intertemporal effect) (for a conceptual discussion see
Ha-Duong and Treich, 2004) in an Integrated Assessment Model. Com-
pared to the results of a standard discounted expected utility model
that relates risk aversion to consumption smoothing, Ackerman (2013)
as well as Crost and Traeger (2013) find optimal mitigation to be twice
as great. Since these are the first papers on this topic, it is too early to
tell whether their results represent a robust result that captures soci-
ety’s risk preferences.

2.6.3.2 Analyses predominantly addressing policy

response uncertainty

There are two strands of research in the area of policy response uncer-
tainty. The first has focused on examining how the extent and timing of
mitigation investments are affected by the uncertainty on the effective-
ness of Research, Development, and Demonstration (RD&D) and/or the
future cost of technologies for reducing the impact of climate change.
An example of this would be optimal investment in energy technolo-
gies that a social planner should undertake, knowing that there might
be a nuclear power ban in the near future. Another strand of research
looks at how uncertainty concerning future climate policy instruments
in combination with climate and/or damage uncertainty affects a miti-
gation strategy. An example would be the optimal technological mix in
the power sector to hedge future climate regulatory uncertainty.

With respect to the first strand, the main challenge is to quantify
uncertainty related to the future costs and/or availability of mitigation
technologies. Indeed, there does not appear to be a single stochastic
process that underlies all (RD&D) programmes’ effectiveness or inno-
vation processes. Thus elicitation of expert judgment on the probabi-
listic improvements in technology performance and cost becomes a
crucial input for numerical analysis. A literature is emerging that uses
expert elicitation to investigate the uncertain effects of RD&D invest-
ments on the prospect of success of mitigation technologies (see for
example Baker et al., 2008; Curtright et al., 2008; Chan et al., 2010;
Baker and Keisler, 2011). In future years, this new body of research
will allow the emergence of a literature studying the probabilistic
relationship between R&D and the future cost of energy technologies
in IAMs.

The few existing papers reported in Table 2.2 under the Policy Response
uncertainty column (see Blanford, 2009; Bosetti and Tavoni, 2009)
point to increased investments in energy RD&D and in early deploy-
ment of carbon-free energy technologies in response to uncertainty.
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An interesting analysis has been performed in Goeschl and Perino
(2009), where the potential for technological ‘boomerangs’ is consid-
ered. Indeed, while studies cited above consider an innovation failure
an R&D project that does not deliver a clean technology at a competi-
tive cost, Goeschl and Perino (2009) define R&D failure when it brings
about a new, environmentally harmful, technology. Under such char-
acterization they find that short-term R&D investments are negatively
affected.

Turning to the second strand of literature reported in the Policy
Response or in the Multiple Uncertainty columns of Table 2.2 (see Ha-
Duong et al., 1997; Baker and Shittu, 2006; Durand-Lasserve et al.,
2010), most analyses imply increased mitigation in the short term
when there is uncertainty about future climate policy due to the asym-
metry of future states of nature. In the event of the realization of the
'no climate policy’ state, investment in carbon-free capital has low or
zero value. Conversely, if a ‘stringent climate policy’ state of nature is
realized, it will be necessary to rapidly ramp up mitigation to reduce
the amount of carbon in the atmosphere. This cost is consistently
higher, thus implying higher mitigation prior to the realization of the
uncertain policy state.

2.6.4 International negotiations and

agreements

Social planner studies, as reviewed in the previous sub-sections, con-
sider the appropriate magnitude and pace of aggregate global emis-
sions reduction. These issues have been the subject of negotiations
about long-term strategic issues at the international level along with
the structuring of national commitments and the design of mecha-
nisms for compliance, monitoring, and enforcement.

2.6.4.1 Treaty formation

A vast literature looks at international treaties in general and how they
might be affected by uncertainties. Cooper (1989) examined two cen-
turies of international agreements that aimed to control the spread of
communicable diseases and concludes that it is only when uncertainty
is largely resolved that countries will enter into agreements. Young
(1994), on the other hand, suggests that it may be easier to enter into
agreements when parties are uncertain over their individual net bene-
fits from an agreement than when that uncertainty has been resolved.
Coalition theory predicts that for international negotiations related to
a global externality such as climate change, stable coalitions will gen-
erally be small and/or ineffective (Barrett, 1994). Recently, De Canio
and Fremstad (2013) show how the recognition of the seriousness of
a climate catastrophe on the part of leading governments—which
increases the incentives for reaching an agreement—could transform
a prisoner's dilemma game into a coordination game leading to an
increased likelihood of reaching an international agreement to limit
emissions.
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Relatively little research has been undertaken on how uncertainty
affects the stability of multilateral environmental agreements (MEAs)
and when uncertainty and learning has the potential to unravel agree-
ments. Kolstad (2007), using a game theoretic model, looks specifically
at environmental agreements. He finds that systematic uncertainty
decreases the size of the largest stable coalition of an MEA. Kolstad
and Ulph (2011) show that partial or complete learning has a nega-
tive impact on the formation of an MEA because as outcomes become
more certain, some countries also learn the MEA will reduce their own
welfare benefits, which deters them from joining the coalition. Baker
(2005), using a model of the impacts of uncertainty and learning in a
non-cooperative game, shows that the level of correlation of damages
across countries is a crucial determinant of outcome.

Barrett (2013) has investigated the role of catastrophic, low probabil-
ity events on the likelihood of cooperation with respect to a global
climate agreement. By comparing a cooperative agreement with the
Nash equilibrium it is possible to assess a country's incentives for par-
ticipating in such an agreement. Looking at stratospheric ozone as an
analogy for climate, Heal and Kunreuther (2013) observed that the
signing of the Montreal Protocol by the United States led many other
countries to follow suit. The authors in turn suggest how it could be
applied to foster an international treaty on greenhouse gas emissions
by tipping a non-cooperative game from an inefficient to an efficient
equilibrium.

Several analyses, including Victor (2011) and Hafner-Burton et al.
(2012), contend that the likelihood of a successful comprehensive
international agreement for climate change is low because of the sen-
sitivity of negotiations to uncertain factors, such as the precise align-
ment and actions of participants. Keohane and Victor (2011), in turn,
suggest that the chances of a positive outcome would be higher in
the case of numerous, more limited agreements. Developing countries
have been unlikely to agree to binding targets in the context of inter-
national agreements due in part to the interests of developed coun-
tries dominating the negotiation process. For the situation to change,
the developing countries would have to enhance their negotiating
power in international climate change discussions by highlighting their
concerns (Rayner and Malone, 2001).

The above analyses all assume that the agents are deliberative think-
ers, each of whom has the same information on the likelihood and con-
sequences of climate change. Section 2.7 indicates the need for future
research that examines the impact of intuitive thinking on behaviour
on international negotiations and processes for improving the chances
of reaching an agreement on treaties.

2.6.4.2 Strength and form of national commitments

Buys et al. (2009) construct a model to predict national level support
for a strong global treaty based on both the climatic and economic

risks that parties to the treaty face domestically; however Buys et al.
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do not test the model empirically. Their model distinguishes between
vulnerabilities to climate impacts and climate policy restrictions with
respect to carbon emissions and implies that countries would be most
supportive of strong national commitments when they are highly vul-
nerable to climate impacts and their emitting sectors are not greatly
affected by stringent policy measures.

Victor (2011) analyzes the structure of the commitments themselves,
or what Hafner-Burton et al. (2012) call rational design choices. Victor
suggests that while policymakers have considerable control over the
carbon intensity of their economies, they have much less control over
the underlying economic growth of their country. As a result, there is
greater uncertainty on the magnitude of emissions reductions, which
depends on both factors, than on the reductions in carbon intensity.
Victor suggests that this could account for the reluctance by many
countries to make binding commitments with respect to emissions
reductions. Consistent with this reasoning, Thompson (2010) examined
negotiations within the UNFCCC and found that greater uncertainty
with respect to national emissions was associated with a decrease in
support for a national commitment to a global treaty.

Webster et al. (2010) examined whether uncertainty with respect to
national emissions increases the potential for individual countries to
hedge by joining an international trade agreement. They found that
hedging had a minor impact compared to the other effects of interna-
tional trade, namely burden sharing and wealth transfer. These find-
ings may have relevance for structuring a carbon market to reduce
emissions by taking advantage of disparities in marginal abatement
costs across different countries. In theory, the right to trade emission
permits or credits could lessen the uncertainties associated with any
given country’s compliance costs compared to the case where no trad-
ing were possible. Under a trading scheme, if a country discovered its
own compliance costs to be exceptionally high, for example, it could
purchase credits on the market.

2.6.4.3 Design of measurement, verification regimes,

and treaty compliance

A particularly important issue in climate treaty formation and com-
pliance is uncertainty with respect to actual emissions from industry
and land use. Measurement, reporting, and verification (MRV) regimes
have the potential to set incentives for participation in a treaty and
still be stringent, robust, and credible with respect to compliance.
The effects of strategies for managing GHG emissions are uncertain
because the magnitude of the emissions of carbon dioxide and other
GHG gases, such as methane, often cannot be detected given the
error bounds associated with the measurement process. This is espe-
cially the case in the agriculture, forestry, and other land-use (AFOLU)
sectors.

In the near term, an MRV regime that met the highest standards
could require stock and flow data for carbon and other GHGs. These
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data are currently available only in wealthy countries, thus preclud-
ing developing countries from participating (Oliveira et al., 2007). By
contrast, there are design options for MRV regimes that are less accu-
rate, but which still provide data on the drivers of emissions so that
the developing countries could be part of the system. By being more
inclusive, these options could be a more effective way to actually
reduce aggregate emissions, at least in the near term (Bucki et al.,
2012). In the longer term, robust and harmonized estimation of GHG
flows—emissions and their removal—in agriculture and forestry
requires investment in monitoring and reporting capacity, especially
in developing countries (Bottcher et al., 2009; Romijn et al., 2012).
Reflecting this need for an evolving MRV regime to match data avail-
ability, the 2006 Guidelines for National Greenhouse Gas Invento-
ries, prepared by an IPCC working group, suggested three hierarchi-
cal tiers of data for emission and carbon stock change factors with
increasing levels of data requirements and analytical complexity. Tier
1 uses IPCC default values of high uncertainty; Tier 2 uses country-
specific data; and Tier 3 uses higher spatial resolution, models, and
inventories. In 2008, only Brazil, India and Mexico had the capacity
to use Tier 2 and no developing country was able to use tier 3 (Hard-
castle and Baird, 2008). Romijn et al. (2012) focused on 52 tropical
countries and found that four of them had a very small capacity gap
regarding the monitoring of their forests through inventories, while
the remaining 48 had limited or no ability to undertake this monitor-
ing process.

In order to overcome the gaps and uncertainties associated with
lower tier approaches, different principles can be applied to form
pools (Bottcher et al., 2008). For example, a higher level of aggrega-
tion by including soil, litter and harvested products in addition to a
biomass pool as part of the MRV regime decreases relative uncer-
tainty: the losses in one pool (e.g., biomass) are likely to be offset by
gains in other pools (e.g., harvested products) (Béttcher et al., 2008).
Researchers have suggested that the exclusion of a pool (e.g., soil)
in an MRV regime should be allowed only if there is adequate docu-
mentation that the exclusion provides a more conservative estimate of
emissions (Grassi et al., 2008). They also suggest that an international
framework needs to create incentives for investments. In this respect,
overcoming initialization costs and unequal access to monitoring
technologies would be crucial for implementation of an integrated
monitoring system, and fostering international cooperation (Béttcher
et al., 2009).

2.6.5 Choice and design of policy

instruments

Whether motivated primarily by a binding multilateral climate treaty
or by some other set of factors, there is a growing set of policy instru-
ments that countries have implemented or are considering to deal with
climate change. Typically, these instruments will influence the deci-
sions of firms and private individuals, so that policymakers try to antici-
pate how these agents will react to them.

Integrated Risk and Uncertainty Assessment of Climate Change Response Policies

Some policy instruments operate by mandating particular kinds of
behaviour, such as the installation of pollution control technology or
limits on emissions from particular sources. There is an extensive litera-
ture in political science demonstrating that the effects of these instru-
ments are fairly predictable (Shapiro and McGarity, 1991) and are
insensitive to market or regulatory uncertainties, simply because they
prescribe particular technologies or practices which must be strictly
adhered to. There is a literature in economics, however, suggesting that
their very inflexibility makes them inefficient (Malueg, 1990; Jaffe and
Stavins, 1995).

In the presence of substantial technological uncertainty, no matter
what policy instrument is employed, interventions that shift invest-
ment behaviour from currently low cost to currently high cost tech-
nologies run the risk of increasing short-term costs and energy security
concerns for consumers (Del Rio and Gual, 2007; Frondel et al., 2008,
2010). In some cases, long-term costs may be higher or lower, depend-
ing on how different technologies evolve over time (Williges et al.,
2010; Reichenbach and Requate, 2012). This section is structured by
considering two broad classes of interventions for targeting the energy
supply: interventions that focus on emissions, by placing a market price
or tax on CO, or other greenhouse gases; and interventions that pro-
mote Research, Development, Deployment, and Diffusion (RDD&D) of
particular technologies. In both types of interventions, policy choices
can be sensitive to uncertainties in technology costs, markets, and the
state of regulation in other jurisdictions and over time. In the case
of technology-oriented policy, choices are also sensitive to the risks
that particular technologies present. We then describe instruments for
reducing energy demand by focusing on lifestyle choice and energy
efficient products and technologies. Finally, we briefly contrast the
effects of uncertainties in the realm of climate change adaptation with
climate change mitigation, recognizing that more detail on adaptation
can be found in the WGII AR5.

2.6.5.1 Instruments creating market penalties for GHG

emissions

Market-based instruments increase the cost of energy derived from
fossil fuels, potentially leading firms involved in the production and
conversion of energy to invest in low carbon technologies. Consider-
able research prior to AR4 identified the differences between two such
instruments—carbon taxes and cap-and-trade regimes—uwith respect
to uncertainty. Since AR4, research has examined the effects of regula-
tory risk and market uncertainty on one instrument or the other by
addressing the following question: how is the mitigation investment
decision affected by uncertainty with respect to whether and to what
extent a market instrument and well-enforced regulations will be in
place in the future?

Much of this research has focused on uncertainty with respect to car-
bon prices under a cap-and-trade system. A number of factors influence

the relationship between the size of the cap and the market price that

183




Integrated Risk and Uncertainty Assessment of Climate Change Response Policies

includes fossil fuel prices, consumer demand for energy, and economic
growth more generally. Each of these factors can lead to volatility in car-
bon market prices (Alberola et al., 2008; Carraro et al., 2009; Chevallier,
2009). Vasa and Michaelowa (2011) assessed the impact of policy uncer-
tainty on carbon markets and found that the possibility of easily creating
and destroying carbon markets leads to extreme short-term rent-seeking
behaviour and high volatility in market prices. Experience so far with the
most developed carbon market—the European Emissions Trading Sys-
tem (ETS)—reveals high volatility marked by not-infrequent decreases
of the price of carbon to very low values (Feng et al., 2011).

Numerous modelling studies have shown that regulatory uncertainty
reduces the effectiveness of market-based instruments. More specifi-
cally, a current or expected carbon price induces a decrease in invest-
ment into lower carbon infrastructure and hence less technological
learning, when there is uncertainty as to future market conditions, com-
pared to the case where future conditions are known (Yang et al., 2008;
Fuss et al., 2009; Oda and Akimoto, 2011). In order to compensate and
maintain a prescribed level of change in the presence of uncertainty, car-
bon prices would need to be higher. Estimates of the additional macro-
economic costs range from 16—37% (Blyth et al., 2007) to as much
as 50% (Reinelt and Keith, 2007), depending on the particular type of
investment under consideration. The precise instrument design details
can affect investment behaviour. Patifio-Echeverri et al. (2007, 2009), for
example, found that less frequent but larger regulatory policy changes
had less of a negative interactive effect with uncertainty, while Zhao
(2003) found a greater impact of uncertainty on the performance of a
carbon tax than on a cap-and-trade system. Fan et al. (2010) added to
this analysis by examining the sensitivity of these results to increasing
risk aversion, under two alternative carbon market designs: one in which
carbon allowances were auctioned by the government to firms, and a
second in which existing firms received free allowances due to a grand-
fathering rule.

Under an auctioned system for carbon allowances, increasing risk
aversion leads to greater investments in low carbon technologies. In
contrast, under a grandfathered market design, increasing risk aver-
sion combined with uncertainty pushes investment behaviour closer to
what it would be in the absence of the carbon market: more invest-
ment in coal. The intuition behind this finding is that the grandfathered
scheme would create a situation of windfall profits (since the freely
allocated permits have a value to the firms receiving them), and risk-
averse investors would be more influenced by the other, less desirable
state of the world, the absence of carbon markets. Fan et al., (2012)
replicated these results using a broader range of technological choices
than in their earlier paper. Whereas these latter two papers used a
game-theoretic model, Fuss et al., (2012) employed a real options the-
ory model to arrive at qualitatively the same conclusions.

One option for reducing carbon price volatility is to set a cap or floor
for that price to stabilize investment expectations (Jacoby and Eller-
man, 2004; Philibert, 2009). Wood and Jotzo (2011) found that setting
a price floor increased the effectiveness of the carbon price in stimulat-
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ing investments in low carbon technologies, given a particular expec-
tation of macroeconomic drivers (e.g., economic growth and fossil fuel
prices that influence the degree to which a carbon cap is a constraint
on emissions). Szolgayova et al., (2008), using a real options model to
examined the value of waiting for information, found the cap stabi-
lized expectations. In the process, the cap lessened the effectiveness
of an expected carbon price at altering investment behaviour, as many
investments in low carbon technologies are undertaken only because
of the possibility of very high carbon prices in the future. In another
study assuming rational actor behaviour, Burtraw et al. (2010) found
that a symmetric safety valve that sets both a floor and a ceiling price
outperforms a single-sided safety valve in terms of both emissions
reduction and economic efficiency. Murray et al. (2009) suggested that
a reserve allowance for permits outperforms a simple safety valve in
this regard.

Empirical research on the influence of uncertainty on carbon market per-
formance has been constrained by the small number of functioning mar-
kets, thus making it difficult to infer the effects of differences in market
design. The few studies to date suggest that the details of market design
can influence the perception of uncertainty, and in turn the performance
of the market. More specifically, investment behaviour into the Clean
Development Mechanism (CDM) has been influenced by uncertainties
in terms of what types of projects are eligible (Castro and Michaelowa,
2011), as well as the actual number of Certified Emissions Reductions
(CERs) that can be acquired from a given project (Richardson, 2008).

Looking at the European Union's Emission Trading System (ETS),
researchers have observed that expected carbon prices do affect invest-
ment behaviour, but primarily for investments with very short amortiza-
tion periods. High uncertainty with respect to the longer-term market
price of carbon has limited the ETS from having an impact on longer-term
investments such as R&D or new power plant construction (Hoffmann,
2007). Blyth and Bunn (2011) found that uncertainty for post-2012
targets was a major driver of ETS prices, with an effect of suppress-
ing those prices. The literature suggests that prices have not been high
enough to drive renewable energy investment in the absence of feed-in
tariffs (Blanco and Rodrigues, 2008). Barbose et al. (2008) examined a
region—the western United States—where no ETS was functioning but
many believed that it would, and found that most utilities did consider
the possibility of carbon prices in the range of USD 4 to USD 22 a ton. At
the same time, the researchers could not determine whether this projec-
tion of carbon prices would have an actual effect on utilities decisions,
were an actual ETS in place, because they were unable to document the
analysis underlying the utilities’ investment decisions.

2.6.5.2 Instruments promoting technological RDD&D

Several researchers suggest that future pathways for RDD&D will be
the determining factor for emissions reductions (Prins and Rayner,
2007; Lilliestam et al., 2012). Policy instruments can provide an incen-
tive for firms not only to alter their investment portfolio towards low
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carbon technologies, but also to devote resources towards innovation
(Baker et al., 2008). Because instruments differ in terms of how they
influence behaviour, such as whether or not they create an immediate
incentive or one that accrues over the lifetime of the investment, their
relative effectiveness can be sensitive to relevant market uncertainties.

The literature reviewed in the previous section reveals that in the pres-
ence of substantial regulatory uncertainty, market-based instruments do
a poor job of promoting RDD&D. This has given rise to policy proposals
to supplement a pure-market system with another instrument—such
as a cap, floor, or escape valve—to reduce price volatility and stabilize
expectations. By contrast, combining a market-based instrument with
specific technology support can lead to greater volatility in the carbon
price, even when there is very little uncertainty about which technolo-
gies will be assisted in the coming years (Blyth et al., 2009).

Several empirical studies with a focus on risk and uncertainty have
compared the effectiveness of market instruments with other instru-
ments such as feed-in tariffs or renewable quota systems, in stimu-
lating low carbon investments and R&D. Butler and Neuhoff (2008)
compared the feed-in tariff in Germany with the quota system in the
United Kingdom, and found the German system outperformed the UK
system on two dimensions: stimulating overall investment quantity,
and reducing costs to consumers. The primary driver was the effective-
ness of the feed-in tariff in reducing risks associated with future reve-
nues from the project investment, therefore making it possible to lower
the cost of project financing. Other researchers replicate this finding
using other case studies (Mitchell et al., 2006; Fouquet and Johansson,
2008). Liithi and Wiistenhagen (2012) surveyed investors with access
to a number of markets, and found that they steered their new projects
to those markets with feed-in tariff systems, as it was more likely than
other policy instruments to reduce their risks. Liithi (2010) compared
policy effectiveness across a number of jurisdictions with feed-in tar-
iffs, and found that above a certain level of return, risk-related factors
did more to influence investment than return-related factors.

Looking at the early stages in the technology development process,
Biirer and Wiistenhagen (2009) surveyed ‘green’ tech venture capital-
ists in the United States and Europe using a stated preference approach
to identify which policy instrument or instruments would reduce the

Table 2.3 | Uncertainties affecting the effectiveness of alternative policy instruments.
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perceived risks of investment in a particular technology. They identi-
fied a strong preference in both continents, but particularly Europe,
for feed-in tariffs over cap-and-trade and renewable quota systems,
because of the lower risks to return on investment associated with the
former policy instrument. Moreover, venture capital investors typically
look for short- to medium-term returns on their investment, for which
the presence of feed-in tariffs has the greatest positive effect.

Held et al. (2006) identified patterns of success across a wide variety of
policy instruments to stimulate investment in renewable energy tech-
nologies in Europe. They found that long-term regulatory consistency
was vital for new technology development. Other studies have shown
that regulatory inconsistency with respect to subsidy programs—such
as feed-in tariffs in Spain or tax credits in the United States—can lead to
temporarily overheated markets, pushing up investment costs and con-
sumer prices, and reducing the pressure for technological development
(Del Rio and Gual, 2007; Saenz de Miera et al., 2008; Barradale, 2010).

In contrast to the large literature looking at the overall effects of
uncertainty, there have only been a few empirical papers documenting
the particular risks that concern investors the most. Leary and Este-
ban (2009) found regulatory uncertainty—particularly with respect to
issues of siting—to concern investors in wave- and tide-based energy
projects. Komendantova et al. (2012) examined perceptions among
European investors in solar projects in North Africa, and found con-
cerns about regulatory change and corruption were much greater than
concerns about terrorism and technology risks. The same researchers
modelled the sensitivity of required state subsidies for project develop-
ment in response to these risks, and found the subsidies required to
stimulate a given level of solar investment rose by a factor of three,
suggesting large benefits from stemming corruption and stabilizing
regulations (Komendantova et al., 2011). Meijer et al. (2007) examined
the perceived risks for biogas project developers in the Netherlands,
and found technological, resource, and political uncertainty to be their
most important concerns. These studies are useful by documenting
policymakers’ concerns so they can address these issues in the future.

Table 2.3 synthesizes the modelling and empirical results on renewable
quota systems and feed-in tariffs, as well as with results for cap-and-
trade systems from the previous sub-section. The table highlights the

Instrument Uncertainty

Effect on low carbon

Investor fears
technology

Technological systems

Other low carbon technologies will prove more cost-effective

Dampened investment

Market behaviour

Growth in energy demand will decline

Dampened investment

Allowance trading market
Market behaviour

Fossil fuel prices will fall

Dampened investment

Regulatory actions

Governments will increase the number of allowances

Dampened investment

Technological systems

Other low carbon technologies will prove more cost-effective

Dampened investment

Renewable quotas
Market behaviour

Supply for renewable energy will rise faster than the quota

Dampened investment

Subsidies and feed-in tariffs Regulatory actions

Subsidy for this particulartechnology will decline

Overheated market

185




Integrated Risk and Uncertainty Assessment of Climate Change Response Policies

effects of three of the classes of uncertainties identified earlier in this
chapter, namely with respect to technological systems, market behav-
iour, and the future regulatory actions of governments.

2.6.5.3 Energy efficiency and behavioural change

As pointed out in Section 2.6.5.2 and earlier sections, one way to
mitigate climate risk is to encourage RD&D with respect to provid-
ing energy from renewable sources, such as wind and solar, as well
as to promote low energy use products. For firms to undertake these
investments, there needs to be some guarantee that a market for their
products will exist. Currently consumers are reluctant to adopt energy
efficient measures, such as compact fluorescent bulbs, energy efficient
refrigerators, boilers and cooling systems, as well as new technologies
such as solar installations and wind power. This can be attributed to
the uncertainties associated with future energy prices and consump-
tion of energy coupled with misperceptions of the products’ benefits
and an unwillingness to incur the upfront costs of these measures as
discussed in Section 2.4.3.2.

Gardner and Stern (2008) identified a list of energy efficient measures
that could reduce North American consumers’ energy consumption by
almost 30% but found that individuals were not willing to invest in
them because they have misconceptions about the measures’ effec-
tiveness. Other studies show that the general public has a poor under-
standing of energy consumption associated with familiar activities
(Sterman and Sweeney, 2007). A national online survey of 505 partici-
pants by Attari et al. (2010) revealed that most respondents felt that
measures such as turning off the lights or driving less were much more
effective as energy efficient improvements than experts’ viewed them
to be.

There are both behavioural and economic factors described in Sec-
tion 2.4.3.2 that can explain the reluctance of households to incur
the upfront costs of these energy efficient measures. Due to a focus
on short-term horizons, individuals may underestimate the savings in
energy costs from investing in energy efficient measures. In addition
they are likely to discount the future hyperbolically so that the upfront
cost is perceived to be greater than expected discounted reduction
in energy costs (Dietz et al., 2013; Kunreuther et al., 2013b). Coupled
with these descriptive models or choices that are triggered by intui-
tive thinking, households may have severe budget constraints that
discourage them from investing in these energy efficient measures.
If they intend to move in several years and feel that the investment
in the energy efficient measure will not be adequately reflected in an
increase in their property value, then it is inappropriate for them not to
invest in these measures if they undertake deliberative thinking.

To encourage households to invest in energy efficient measures, mes-
sages that communicate information on energy use and savings from
undertaking these investments need to be conveyed (Abrahamse et al.,
2005). Recent research has indicated the importance of highlighting
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indirect and direct benefits (e.g., being ‘green’, energy independence,
saving money) in people’s adoption of energy efficiency measures
to address the broad range and heterogeneity in people’s goals and
values that contribute to the subjective utility of different courses of
action (Jakob, 2006). One also needs to recognize the importance of
political identity considerations when choosing the nature of these
messages, as different constituencies have different associations to
options that mitigate climate change and labels that convey potential
benefits from adopting energy efficient measures (Hardisty et al., 2010;
Gromet et al., 2013).

The advent of the ‘smart’ grid in Western countries, with its ‘smart’
metering of household energy consumption and the development of
‘smart’ appliances will make it feasible to provide appliance-specific
feedback about energy use and energy savings to a significant number
of consumers within a few years. A field study involving more than
1,500 households in Linz, Austria revealed that feedback on electric-
ity consumption corresponded with electricity savings of 4.5 % for the
average household in this pilot group (Schleich et al., 2013).

To deal with budget constraints, the upfront costs of these measures
need to be spread over time so the measures are viewed as economi-
cally viable and attractive. The Property Assessed Clean Energy (PACE)
programme in the United States is designed to address the budget con-
straint problem. Participants in this programme receive financing for
improvements that is repaid through an assessment on their property
taxes for up to 20 years. Financing spreads the cost of energy improve-
ments over the expected life of measures such as weather sealing,
energy efficient boilers and cooling systems, and solar installations
and allows for the repayment obligation to transfer automatically to
the next property owner if the property is sold. The program addresses
two important barriers to increased adoption of energy efficiency and
small-scale renewable energy: high upfront costs and fear that project
costs will not be recovered prior to a future sale of the property (Kun-
reuther and Michel-Kerjan, 2011).

Social norms that encourage greater use of energy efficient technology
at the household level can also encourage manufacturers to invest in
the R&D for developing new energy efficient technologies and public
sector actions such as well-enforced standards of energy efficiency as
part of building sale requirements, (Dietz et al., 2013).

2.6.5.4 Adaptation and vulnerability reduction

Compared to mitigation measures, investments in adaptation appear
to be more sensitive to uncertainties in the local impacts associated
with the damage costs of climate change. This is not surprising for
two reasons. First, while both mitigation and adaptation may result in
lower local damage costs associated with climate impacts, the benefits
of adaptation flow directly and locally from the actions taken (Prato,
2008). Mitigation measures in one region or country, by contrast,
deliver benefits that are global; however, they are contingent on the
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actions of people in other places and in the future, rendering their local
benefits more uncertain. One cannot simply equate marginal local
damage costs with marginal mitigation costs, and hence the impor-
tance of uncertainty with respect to the local damage costs is dimin-
ished (Webster et al., 2003).

Second, politically negotiated mitigation targets, such as the 2°C
threshold appear to have been determined by what is feasible and
affordable in terms of the pace of technological diffusion, rather than
by an optimization of mitigation costs and benefits (Hasselmann
et al.,, 2003; Baker et al., 2008; Hasselmann and Barker, 2008). Hence,
mitigation actions taken to achieve a temperature target would not
be changed if the damage costs (local or global) were found to be
somewhat higher or lower. This implies that mitigation measures will
be insensitive to uncertainty of these costs associated with climate
change. Adaptation decisions, in contrast, face fewer political and
technical constraints, and hence can more closely track what is needed
in order to minimize local expected costs and hence will be more sensi-
tive to the uncertainties surrounding future damage costs from climate
change (Patt et al., 2007, 2009).

There are two situations where decisions on adaptation policies and
actions may be largely insensitive to uncertainties about the poten-
tial impacts of climate change on future damage. The first is where
adaptation is constrained by the availability of finance, such as inter-
national development assistance. Studies by the World Bank, OECD,
and other international organizations have estimated the financing
needs for adaptation in developing countries to be far larger than
funds currently available (Agrawala and Fankhauser, 2008; World
Bank, 2010; Patt et al., 2010). In this case, adaptation actions are
determined by decisions with respect to the allocation of available
funds in competing regions rather than the local impacts of climate
change on future damage (Klein et al., 2007; Hulme et al., 2011).
Funding decisions and political constraints at the national level can
also constrain adaptation so that choices no longer are sensitive to
uncertainties with respect to local impacts (Dessai and Hulme, 2004,
2007).

The other situation is where adaptation is severely constrained by cul-
tural norms and/or a lack of local knowledge and analytic skill as to
what actions can be taken (Brooks et al., 2005; Fiissel and Klein, 2006;
O'Brien, 2009; Jones and Boyd, 2011). In this case, adaptive capacity
could be improved through investments in education, development of
local financial institutions and property rights systems, women's rights,
and other broad-based forms of poverty alleviation. There is a grow-
ing literature to suggest that such policies bring substantial benefits in
the face of climate change that are relatively insensitive to the precise
nature and extent of local climate impacts (Folke et al., 2002; World
Bank, 2010; Polasky et al., 2011). These policies are designed to reduce
these countries’ vulnerability to a wide range of potential risks rather
than focusing on the impacts of climate change (Thornton et al., 2008;
Eakin and Patt, 2011).
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2.6.6 Public support and opposition to climate

policy

In this section, we review what is known about public support or
opposition to climate policy, climate-related infrastructure, and cli-
mate science. In all three cases, a critical issue is the role that percep-
tions of risks and uncertainties play in shaping support or opposition.
Hence, the material presented here complements the discussion of
perceptions of climate change risks and uncertainties (see Section
2.4.6). Policy discussions on particular technologies often revolve
around the health and safety risks associated with technology
options, transition pathways, and systems such as nuclear energy
(Pidgeon et al., 2008; Whitfield et al., 2009), coal combustion (Car-
michael et al., 2009; Hill et al., 2009), and underground carbon stor-
age (Itaoka et al., 2009; Shackley et al., 2009). There are also risks to
national energy security that have given rise to political discussions
advocating the substitution of domestically produced renewable
energy for imported fossil fuels (Eaves and Eaves, 2007; Lilliestam
and Ellenbeck, 2011).

2.6.6.1 Popular support for climate policy

There is substantial empirical evidence that people’s support or oppo-
sition to proposed climate policy measures is determined primarily by
emotional factors and their past experience rather than explicit cal-
culations as to whether the personal benefits outweigh the personal
costs. A national survey in the United States found that people’s sup-
port for climate policy also depended on cultural factors, with region-
ally differentiated worldviews playing an important role (Leiserowitz,
2006), as did a cross-national comparison of Britain and the United
States (Lorenzoni and Pidgeon, 2006), and studies comparing develop-
ing with developed countries (Vignola et al., 2012).

One of the major determinants of popular support for climate policy
is whether people have an underlying belief that climate change is
dangerous. This concern can be influenced by both cultural factors and
the methods of communication (Smith, 2005; Pidgeon and Fischhoff,
2011). Leiserowitz (2005) found a great deal of heterogeneity linked
to cultural effects with respect to the perception of climate change
in the United States. The use of language used to describe climate
change—such as the distinction between ‘climate change’ and ‘global
warming'— play a role in influencing perceptions of risk, as well as
considerations of immediate and local impacts (Lorenzoni et al., 2006).
The portrayal of uncertainties and disagreements with respect to cli-
mate impacts was found to have a weak effect on whether people per-
ceived the impacts as serious, but a strong effect on whether they felt
that the impacts deserved policy intervention (Patt, 2007). Studies in
China (Wang et al., 2012) and Austria (Damm et al., 2013) found that
people’s acceptance of climate-related policies was related to their
underlying perceptions of risk but also to their beliefs about govern-
ment responsibility.
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An important question related to climate change communication is
whether the popular reporting of climate change through disaster sce-
narios has the effect of energizing people to support aggressive policy
intervention, or to become dismissive of the problem. A study examin-
ing responses to fictionalized disaster scenarios found them to have
differential effects on perceptions and support for policy. They reduced
people’s expectation of the local impacts, while increasing their sup-
port for global intervention (Lowe et al., 2006). Other studies found
interactive effects: those with a low awareness of climate change
became concerned about being exposed to disaster scenarios, while
those with a high awareness of climate change were dismissive of the
possible impacts (Schiermeier, 2004).

Finally, the extent to which people believe it is possible to actually
influence the future appears to be a major determinant of their support
for both individual and collective actions to respond to climate change.
In the case of local climate adaptation, psychological variables associ-
ated with self-empowerment were found to have played a much larger
role in influencing individual behaviour than variables associated with
economic and financial ability (Grothmann and Patt, 2005; Grothmann
and Reusswig, 2006). With respect to mitigation policy, perceptions
concerning the barriers to effective mitigation and beliefs that it was
possible to respond to climate change were found to be important
determinants of popular support (Lorenzoni et al., 2007).

2.6.6.2 Local support and opposition to infrastructure

projects

The issue of local support or opposition to infrastructure projects in
implementing climate policy is related to the role that perceived tech-
nological risks play in the process. This has been especially important
with respect to nuclear energy, but is of increasing concern for carbon
storage and renewable energy projects, and has become a major issue
when considering expansion of low carbon energy technologies (Ellis
et al., 2007; Van Alphen et al., 2007; Zoellner et al., 2008).

In the case of renewable energy technologies, a number of factors
appear to influence the level of public support or opposition, factors
that align well with a behavioural model in which emotional responses
are highly contextual. One such factor is the relationship between proj-
ect developers and local residents. Musall and Kuik (2011) compared
two wind projects, where residents feared negative visual impacts. They
found that their fear diminished, and public support for the projects
increased when there was co-ownership of the development by the local
community. A second factor is the degree of transparency surrounding
project development. Dowd et al. (2011) investigated perceived risks
associated with geothermal projects in Australia. Using a survey instru-
ment, they found that early, transparent communication of geothermal
technology and risks tended to increase levels of public support.

A third such factor is the perception of economic costs and benefits
that go hand-in-hand with the perceived environmental risks. Zoellner
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et al. (2008) examined public acceptance of three renewable technolo-
gies (grid-connected PV, biomass, and wind) and found that perceived
economic risks associated with higher energy prices were the largest
predictor of acceptance. Concerns over local environmental impacts,
including visual impacts, were of concern where the perceived eco-
nomic risks were high. Breukers and Wolsink (2007) also found that
that the visual impact of wind turbines was the dominant factor in
explaining opposition against wind farms. Their study suggests that
public animosity towards a wind farm is partly reinforced by the plan-
ning procedure itself, such as when stakeholders perceive that norms
of procedural justice are not being followed.

Many studies have assessed the risks and examined local support for
carbon dioxide capture and storage (CCS). According to Ha-Duong
et al. (1997), the health and safety risks associated with carbon dioxide
capture and transportation technologies differ across causal pathways
but are similar in magnitude to technologies currently supported by
the fossil-fuel industry. Using natural analogues, Roberts et al. (2011)
concluded that the health risks of natural CO, seepage in Italy was
significantly lower than many socially accepted risks. For example, it
were three orders of magnitude lower than the probability of being
struck by lightning.

Despite these risk assessments, there is mixed evidence of public
acceptance of CO, storage. For example, a storage research project was
authorized in Lacq, France, but another was halted in Barendreich, The
Netherlands due to public opposition. On the other hand, Van Alphen
et al. (2007) evaluated the concerns with CCS among important stake-
holders, including government, industry, and NGO representatives and
found support if the facility could be shown to have a low probability
of leakage and was viewed as a temporary measure.

Wallquist et al. (2012) used conjoint analysis to interpret a Swiss
survey on the acceptability of CCS and found that concerns over
local risks and impacts dominated the fears of the long-term climate
impacts of leakage. The local concerns were less severe, and the public
acceptance higher, for CCS projects combined with biomass combus-
tion, suggesting that positive feelings about removing CO, from the
atmosphere, rather than simply preventing its emission into the atmo-
sphere, influences perceptions of local risks. Terwel et al. (2011) found
that support for CCS varied as a function of the stakeholders promot-
ing and opposing it, in a manner similar to the debate on renewable
energy. Hence, there was greater support of CCS when its promoters
were perceived to be acting in the public interest rather than purely for
profit. Those opposing CCS were less likely to succeed when they were
perceived to be acting to protect their own economic interests, such as
property values, rather than focusing on environmental quality and the
public good.

In the period between the publication of AR4 and the accident at
the Fukushima power plant in Japan in March 2011, the riskiness of
nuclear power as a climate mitigation option has received increasing
attention. Socolow and Glaser (2009) highlight the urgency of taking
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steps to reduce these risks, primarily by ensuring that nuclear fuels
and waste materials are not used for weapons production. A number
of papers examine the public’s perceived risks of nuclear power. In the
United States, Whitfield et al. (2009) found risk perceptions to be fairly
stable over time, with those people expressing confidence in ‘tradi-
tional values’ perceiving nuclear power to be less risky than others.
In the United Kingdom, Pidgeon et al. (2008) found a willingness to
accept the risks of nuclear power when it was framed as a means of
reducing the risks of climate change, but that this willingness largely
dissipated when nuclear power was suggested as an alternative to
renewable energy for accomplishing this same objective.

2.7 Gaps in knowledge

and data

The interface between science and policy is affected by epistemic
uncertainty or uncertainty due to lack of information or knowledge for
characterizing phenomena. Below we characterize suggested areas for
future research that may enable us to reduce epistemic uncertainty.

Perceptions and responses to risk and uncertainty:

e Examine cross-cultural differences in human perception and reac-
tion to climate change and response options.

e Understand the rebound effect induced by adopting mitiga-
tion measures for reducing the impact of climate change (e.g.,
increased driving when switching to a more fuel efficient car).

e Consider the design of long-term mitigation and adaptation strat-
egies coupled with short-term economic incentives to overcome
myopic behaviour (e.g., loans for investing in energy efficient tech-
nologies so yearly payments are lower than the reduction in the
annual energy bill).

* Encourage deliberative thinking in the design of policies to over-
come biases such as a preference for the current state of affairs or
business-as-usual.

e Understand judgment and choice processes of key decision makers
in firms and policymakers, especially in a climate change response
context.

e Use descriptive models and empirical studies to design strategies
for climate change negotiations and implementation of treaties.

Tools and decision aids for improving choices related to climate
change:

e Characterize the likelihood of extreme events and examine their
impact on the design of climate change policies.

e Study how robust decision making can be used in designing cli-
mate policy options when there is uncertainty with respect to the
likelihood of climate change and its impacts.
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* Examine how integrated assessment models can quantify the
value of new climate observing systems.

e Empirically study how decision makers could employ intuitive
and deliberative thinking to improve decisions and climate policy
choices.

e Study the effectiveness of experiential methods like simulations,
games, and movies in improving public understanding and percep-
tion of climate change processes.

e Consider the role of structured expert judgment in characterizing
the nature of uncertainties associated with climate change and the
design of mitigation and adaptation policies for addressing this risk.

Managing uncertainty risk and learning:

e Exploit the effectiveness of social norms in promoting mitigation
and adaptation.

e Quantify the environmental and societal risks associated with new
technologies.

e Consider the special challenges faced by developing countries in
dealing with risk and uncertainty with respect to climate change
policies.

e Measure investor rankings of different risks associated with new
technologies.

e Examine impact of government policy on mitigation decisions by
firms and households.

e Determine what risks and uncertainties matter the most in devel-
oping policy instruments for dealing with climate change.

e Examine the risks to energy systems, energy markets, and the secu-
rity of energy supply stemming from mitigation policies.

* Integrate analysis of the effects of interrelated policy decisions,
such as how much to mitigate, what policy instruments to use for
promoting climate change mitigation, and adaptation investment
under conditions of risk and uncertainty.

2.8 Frequently Asked

Questions

FAQ 2.1 When is uncertainty a reason to wait
and learn rather than acting now in
relation to climate policy and risk

management strategies? [Section 2.6.3]

Faced with uncertainty, policymakers may have a reason to wait and
learn before taking a particular action rather than taking the action
now. Waiting and learning is desirable when external events are likely
to generate new information of sufficient importance as to suggest
that the planned action would be unwise. Uncertainty may not be a
reason to delay when the action itself generates new information and
knowledge.
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Uncertainty may also be a reason to avoid actions that are irreversible
and/or have lock-in effects, such as making long-term investments in
fossil-fuel based energy systems when climate outcomes are uncertain.
This behaviour would reflect the precautionary principle for not under-
taking some measures or activities.

While the above criteria are fairly easy to understand, their applica-
tion can be complicated because a number of uncertainties relevant
to a given decision may reinforce each other or may partially cancel
each other out (e.g., optimistic estimates of technological change may
offset pessimistic estimates of climate damages). Different interested
parties may reach different conclusions as to whether external infor-
mation is likely or not to be of sufficient importance as to render the
original action/inaction regrettable.

A large number of studies examine the act-now-or-wait-and-see ques-
tion in the context of climate change mitigation. So far, most of these
analyses have used integrated assessment models (IAMs). At the
national level, these studies examine policy strategies and instruments
to achieve mitigation targets; at the firm or individual level the studies
examine whether one should invest in a particular technology.

A truly integrated analysis of the effects of multiple types of uncer-
tainty on interrelated policy decisions, such as how much to mitigate,
with what policy instruments, promoting what investments, has yet to
be conducted. The probabilistic information needed to support such an
analysis is currently not available.

FAQ 2.2 How can behavioural responses and
tools for improving decision making
impact on climate change policy?
[Section 2.4]

The choice of climate change policies can benefit from examining the
perceptions and responses of relevant stakeholders. Empirical evidence
indicates decision makers such as firms and households tend to place
undue weight on short-run outcomes. Thus, high upfront costs make
them reluctant to invest in mitigation or adaptation measures. Consis-
tent with the theory of loss aversion, investment costs and their associ-
ated risks have been shown to be of greater importance in decisions
to fund projects that mitigate climate change than focusing on the
expected returns associated with the investment.

Policy instruments (e.g., long-term loans) that acknowledge these
behavioural biases and spread upfront costs over time so that they
yield net benefits in the short-run have been shown to perform quite
well. In this context, policies that make investments relatively risk free,
such as feed-in tariffs, are more likely to stimulate new technology
than those that focus on increasing the expected price such as cap-
and-trade systems.
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Human responses to climate change risks and uncertainties can also
indicate a failure to put adequate weight on worst-case scenarios.
Consideration of the full range of behavioural responses to informa-
tion will enable policymakers to more effectively communicate cli-
mate change risks to stakeholders and to design decision aids and
climate change policies that are more likely to be accepted and imple-
mented.

FAQ 2.3 How does the presence of uncertainty
affect the choice of policy instruments?
[Section 2.6.5]

Many climate policy instruments are designed to provide decision
makers at different levels (e.g., households, firms, industry asso-
ciations, guilds) with positive incentives (e.g., subsidies) or penalties
(e.g., fines) to incentivize them to take mitigation actions. The impact
of these incentives on the behaviour of the relevant decision makers
depends on the form and timing of these policy instruments.

Instruments such as carbon taxes that are designed to increase the
cost of burning fossil fuels rely on decision makers to develop expec-
tations about future trajectories of fuel prices and other economic
conditions. As uncertainty in these conditions increases, the respon-
siveness of economic agents decreases. On the other hand, invest-
ment subsidies and technology standards provide immediate incen-
tives to change behaviour, and are less sensitive to long-term market
uncertainty. Feed-in tariffs allow investors to lock in a given return on
investment, and so may be effective even when market uncertainty is
high.

FAQ 2.4 What are the uncertainties and risks
that are of particular importance to
climate policy in developing countries?
[Box 2.1]

Developing countries are often more sensitive to climate risks, such as
drought or coastal flooding, because of their greater economic reliance
on climate-sensitive primary activities, and because of inadequate
infrastructure, finance, and other enablers of successful adaptation and
mitigation. Since AR4, research on relevant risks and uncertainties in
developing countries has progressed substantially, offering results in
two main areas.

Studies have demonstrated how uncertainties often place low carbon
energy sources at an economic disadvantage, especially in developing
countries. The performance and reliability of new technologies may
be less certain in developing countries than in industrialized coun-
tries because they could be unsuited to the local context and needs.
Other reasons for uncertain performance and reliability could be due
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to poor manufacturing, a lack of adequate testing in hot or dusty envi-
ronments, or limited local capacity to maintain and repair equipment.
Moreover, a number of factors associated with economic, political,
and regulatory uncertainty result in much higher real interest rates in
developing countries than in the developed world. This creates a disin-
centive to invest in technologies with high upfront but lower operating
costs, such as renewable energy, compared to fossil-fuel based energy
infrastructure.

Integrated Risk and Uncertainty Assessment of Climate Change Response Policies

Given the economic disadvantage of low carbon energy sources,
important risk tradeoffs often need to be considered. On the one hand,
low-carbon technologies can reduce risks to health, safety, and the
environment, such as when people replace the burning of biomass for
cooking with modern and efficient cooking stoves. But on the other
hand, low-carbon modern energy is often more expensive than its
higher-carbon alternatives. There are however, some opportunities for
win-win outcomes on economic and risk grounds, such as in the case
of off-grid solar power.
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Chapter 3
Executive Summary

This framing chapter describes the strengths and limitations of the
most widely used concepts and methods in economics, ethics, and
other social sciences that are relevant to climate change. It also pro-
vides a reference resource for the other chapters in the Intergovern-
mental Panel on Climate Change (IPCC) Fifth Assessment Report (AR5),
as well as for decision makers.

The significance of the social dimension and the role of ethics and
economics is underscored by Article 2 of the United Nations Frame-
work Convention on Climate Change, which indicates that an ultimate
objective of the Convention is to avoid dangerous anthropogenic inter-
ference with the climate system. Two main issues confronting society
(and the IPCC) are: what constitutes ‘dangerous interference’ with the
climate system and how to deal with that interference. Determining
what is dangerous is not a matter for natural science alone; it also
involves value judgements—a subject matter of the theory of value,
which is treated in several disciplines, including ethics, economics, and
other social sciences.

Ethics involves questions of justice and value. Justice is concerned with
equity and fairness, and, in general, with the rights to which people
are entitled. Value is a matter of worth, benefit, or good. Value can
sometimes be measured quantitatively, for instance, through a social
welfare function or an index of human development.

Economic tools and methods can be used in assessing the positive
and negative values that result from particular decisions, policies, and
measures. They can also be essential in determining the mitigation
and adaptation actions to be undertaken as public policy, as well as
the consequences of different mitigation and adaptation strategies.
Economic tools and methods have strengths and limitations, both of
which are detailed in this chapter.

Economic tools can be useful in designing climate change miti-
gation policies (very high confidence). While the limitations of eco-
nomics and social welfare analysis, including cost-benefit analysis, are
widely documented, economics nevertheless provides useful tools for
assessing the pros and cons of taking, or not taking, action on climate
change mitigation, as well as of adaptation measures, in achieving
competing societal goals. Understanding these pros and cons can help
in making policy decisions on climate change mitigation and can influ-
ence the actions taken by countries, institutions and individuals. [Sec-
tion 3.2]

Mitigation is a public good; climate change is a case of ‘the
tragedy of the commons’ (high confidence). Effective climate change
mitigation will not be achieved if each agent (individual, institution or
country) acts independently in its own selfish interest, suggesting the
need for collective action. Some adaptation actions, on the other hand,
have characteristics of a private good as benefits of actions may accrue
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more directly to the individuals, regions, or countries that undertake
them, at least in the short term. Nevertheless, financing such adaptive
activities remains an issue, particularly for poor individuals and coun-
tries. [3.1, 3.2]

Analysis contained in the literature of moral and political phi-
losophy can contribute to resolving ethical questions that are
raised by climate change (medium confidence). These questions
include how much overall climate mitigation is needed to avoid ‘dan-
gerous interference’, how the effort or cost of mitigating climate
change should be shared among countries and between the present
and future, how to account for such factors as historical responsibility
for emissions, and how to choose among alternative policies for miti-
gation and adaptation. Ethical issues of wellbeing, justice, fairness, and
rights are all involved. [3.2, 3.3, 3.4]

Duties to pay for some climate damages can be grounded in
compensatory justice and distributive justice (medium confi-
dence). If compensatory duties to pay for climate damages and adap-
tation costs are not due from agents who have acted blamelessly,
then principles of compensatory justice will apply to only some of
the harmful emissions [3.3.5]. This finding is also reflected in the pre-
dominant global legal practice of attributing liability for harmful emis-
sions [3.3.6]. Duties to pay for climate damages can, however, also be
grounded in distributive justice [3.3.4, 3.3.5].

Distributional weights may be advisable in cost-benefit analysis
(medium confidence). Ethical theories of value commonly imply that
distributional weights should be applied to monetary measures of ben-
efits and harms when they are aggregated to derive ethical conclu-
sions [3.6.1]. Such weighting contrasts with much of the practice of
cost-benefit analysis.

The use of a temporal discount rate has a crucial impact on the
evaluation of mitigation policies and measures. The social dis-
count rate is the minimum rate of expected social return that com-
pensates for the increased intergenerational inequalities and the
potential increased collective risk that an action generates. Even with
disagreement on the level of the discount rate, a consensus favours
using declining risk-free discount rates over longer time horizons (high
confidence). [3.6.2]

An appropriate social risk-free discount rate for consumption
is between one and three times the anticipated growth rate in
real per capita consumption (medium confidence). This judgement
is based on an application of the Ramsey rule using typical values in
the literature of normative parameters in the rule. Ultimately, however,
these are normative choices. [3.6.2]

Co-benefits may complement the direct benefits of mitigation
(medium confidence). While some direct benefits of mitigation are
reductions in adverse climate change impacts, co-benefits can include
a broad range of environmental, economic, and social effects, such as
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reductions in local air pollution, less acid rain, and increased energy
security. However, whether co-benefits are net positive or negative in
terms of wellbeing (welfare) can be difficult to determine because of
interaction between climate policies and pre-existing non-climate poli-
cies. The same results apply to adverse side-effects. [3.6.3]

Tax distortions change the cost of all abatement policies (high
confidence). A carbon tax or a tradable emissions permit system can
exacerbate tax distortions, or, in some cases, alleviate them; carbon tax
or permit revenue can be used to moderate adverse effects by cutting
other taxes. However, regulations that forgo revenue (e.g., by giving
permits away) implicitly have higher social costs because of the tax
interaction effect. [3.6.3]

Many different analytic methods are available for evaluating
policies. Methods may be quantitative (for example, cost-benefit
analysis, integrated assessment modelling, and multi-criteria analysis)
or qualitative (for example, sociological and participatory approaches).
However, no single-best method can provide a comprehensive analysis
of policies. A mix of methods is often needed to understand the broad
effects, attributes, trade-offs, and complexities of policy choices; more-
over, policies often address multiple objectives. [3.7]

Four main criteria are frequently used in evaluating and choos-
ing a mitigation policy (medium confidence). They are: cost-effec-
tiveness and economic efficiency (excluding environmental benefits,
but including transaction costs); environmental effectiveness (the
extent to which the environmental targets are achieved); distributional
effects (impact on different subgroups within society); and institutional
feasibility, including political feasibility. [3.7.1]

A broad range of policy instruments for climate change miti-
gation is available to policymakers. These include: economic
incentives, direct regulatory approaches, information programmes,
government provision, and voluntary actions. Interactions between
policy instruments can enhance or reduce the effectiveness and cost
of mitigation action. Economic incentives will generally be more
cost-effective than direct regulatory interventions. However, the
performance and suitability of policies depends on numerous con-
ditions, including institutional capacity, the influence of rent-seek-
ing, and predictability or uncertainty about future policy settings.
The enabling environment may differ between countries, including
between low-income and high-income countries. These differences
can have implications for the suitability and performance of policy
instruments. [3.8]

Impacts of extreme events may be more important economi-
cally than impacts of average climate change (high confidence).
Risks associated with the entire probability distribution of outcomes
in terms of climate response [WGI] and climate impacts [WGII] are
relevant to the assessment of mitigation. Impacts from more extreme
climate change may be more important economically (in terms of the
expected value of impacts) than impacts of average climate change,
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particularly if the damage from extreme climate change increases more
rapidly than the probability of such change declines. This is important
in economic analysis, where the expected benefit of mitigation may be
traded off against mitigation costs. [3.9.2]

Impacts from climate change are both market and non-market.
Market effects (where market prices and quantities are observed)
include impacts of storm damage on infrastructure, tourism, and
increased energy demand. Non-market effects include many ecological
impacts, as well as changed cultural values, none of which are gen-
erally captured through market prices. The economic measure of the
value of either kind of impact is ‘willingness-to-pay’ to avoid damage,
which can be estimated using methods of revealed preference and
stated preference. [3.9]

Substitutability reduces the size of damages from climate
change (high confidence). The monetary damage from a change in the
climate will be lower if individuals can easily substitute for what is
damaged, compared to cases where such substitution is more difficult.
[3.9]

Damage functions in existing Integrated Assessment Models
(IAMs) are of low reliability (high confidence). The economic assess-
ments of damages from climate change as embodied in the damage
functions used by some existing IAMs (though not in the analysis
embodied in WGIII) are highly stylized with a weak empirical foun-
dation. The empirical literature on monetized impacts is growing but
remains limited and often geographically narrow. This suggests that
such damage functions should be used with caution and that there
may be significant value in undertaking research to improve the preci-
sion of damage estimates. [3.9, 3.12]

Negative private costs of mitigation arise in some cases,
although they are sometimes overstated in the literature
(medium confidence). Sometimes mitigation can lower the private
costs of production and thus raise profits; for individuals, mitigation
can raise wellbeing. Ex-post evidence suggests that such ‘negative cost
opportunities’ do indeed exist but are sometimes overstated in engi-
neering analyses. [3.9]

Exchange rates between GHGs with different atmospheric life-
times are very sensitive to the choice of emission metric. The
choice of an emission metric depends on the potential application and
involves explicit or implicit value judgements; no consensus surrounds
the question of which metric is both conceptually best and practical to
implement (high confidence). In terms of aggregate mitigation costs
alone, the Global Warming Potential (GWP), with a 100-year time hori-
zon, may perform similarly to selected other metrics (such as the time-
dependent Global Temperature Change Potential or the Global Cost
Potential) of reaching a prescribed climate target; however, various
metrics may differ significantly in terms of the implied distribution of
costs across sectors, regions, and over time (limited evidence, medium
agreement). [3.9]
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The behaviour of energy users and producers exhibits a variety
of anomalies (high confidence). Understanding climate change as a
physical phenomenon with links to societal causes and impacts is a
very complex process. To be fully effective, the conceptual frameworks
and methodological tools used in mitigation assessments need to take
into account cognitive limitations and other-regarding preferences that
frame the processes of economic decision making by people and firms.
[3.10]

Perceived fairness can facilitate cooperation among individu-
als (high confidence). Experimental evidence suggests that reciprocal
behaviour and perceptions of fair outcomes and procedures facilitate
voluntary cooperation among individual people in providing public
goods; this finding may have implications for the design of interna-
tional agreements to coordinate climate change mitigation. [3.10]

Social institutions and culture can facilitate mitigation and
adaptation (medium confidence). Social institutions and culture can
shape individual actions on mitigation and adaptation and be comple-
mentary to more conventional methods for inducing mitigation and
adaptation. They can promote trust and reciprocity and contribute to
the evolution of common rules. They also provide structures for acting
collectively to deal with common challenges. [3.10]

Technological change that reduces mitigation costs can be
encouraged by institutions and economic incentives (high con-
fidence). As pollution is not fully priced by the market, private indi-
viduals and firms lack incentives to invest sufficiently in the develop-
ment and use of emissions-reducing technologies in the absence of
appropriate policy interventions. Moreover, imperfect appropriability of
the benefits of innovation further reduces incentives to develop new
technologies. [3.11]

3.1 Introduction

This framing chapter has two primary purposes: to provide a frame-
work for viewing and understanding the human (social) perspective on
climate change, focusing on ethics and economics; and to define and
discuss key concepts used in other chapters. It complements the two
other framing chapters: Chapter 2 on risk and uncertainty and Chapter
4 on sustainability. The audience for this chapter (indeed for this entire
volume) is decision makers at many different levels.

The significance of the social dimension and the role of ethics and eco-
nomics is underscored by Article 2 of the United Nations Framework
Convention on Climate Change (UNFCCC), which indicates that the
ultimate objective of the Convention is to avoid dangerous anthropo-
genic interference with the climate system. Two main issues confront-
ing society are: what constitutes ‘dangerous interference’ with the
climate system and how to deal with that interference (see box 3.1).
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Providing information to answer these inter-related questions is a pri-
mary purpose of the IPCC. Although natural science helps us under-
stand how emissions can change the climate, and, in turn, generate
physical impacts on ecosystems, people, and the physical environment,
determining what is dangerous involves judging the level of adverse
consequences, the steps necessary to mitigate these consequences,
and the risk that humanity is willing to tolerate. These are questions
requiring value judgement. Although economics is essential to evaluat-
ing the consequences and trade-offs associating with climate change,
how society interprets and values them is an ethical question.

Our discussion of ethics centres on two main considerations: justice
and value. Justice requires that people and nations should receive
what they are due, or have a right to. For some, an outcome is just
if the process that generated it is just. Others view justice in terms
of the actual outcomes enjoyed by different people and groups and
the values they place on those outcomes. Outcome-based justice can
range from maximizing economic measures of aggregate welfare to
rights-based views of justice, for example, believing that all countries
have a right to clean air. Different views have been expressed about
what is valuable. All values may be anthropocentric or there may be
non-human values. Economic analysis can help to guide policy action,
provided that appropriate, adequate, and transparent ethical assump-
tions are built into the economic methods.

The significance of economics in tackling climate change is widely rec-
ognized. For instance, central to the politics of taking action on climate
change are disagreements over how much mitigation the world should
undertake, and the economic costs of action (the costs of mitigation)
and inaction (the costs of adaptation and residual damage from a
changed climate). Uncertainty remains about (1) the costs of reducing
emissions of greenhouse gases (GHGs), (2) the damage caused by a
change in the climate, and (3) the cost, practicality, and effectiveness
of adaptation measures (and, potentially, geoengineering). Prioritiz-
ing action on climate change over other significant social goals with
more near-term payoffs is particularly difficult in developing countries.
Because social concerns and objectives, such as the preservation of
traditional values, cannot always be easily quantified or monetized,
economic costs and benefits are not the only input into decision mak-
ing about climate change. But even where costs and benefits can be
quantified and monetized, using methods of economic analysis to
steer social action implicitly involves significant ethical assumptions.
This chapter explains the ethical assumptions that must be made for
economic methods, including cost-benefit analysis (CBA), to be valid,
as well as the ethical assumptions that are implicitly being made
where economic analysis is used to inform a policy choice.

The perspective of economics can improve our understanding of the
challenges of acting on mitigation. For an individual or firm, mitigation
involves real costs, while the benefits to themselves of their own miti-
gation efforts are small and intangible. This reduces the incentives for
individuals or countries to unilaterally reduce emissions; free-riding on
the actions of others is a dominant strategy. Mitigating greenhouse
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Box 3.1 | Dangerous interference with the climate system

Article 2 of the United Nations Framework Convention on Climate
Change states that “the ultimate objective of the Convention
[...]is to achieve [...] stabilization of greenhouse gas concentra-
tions in the atmosphere at a level that would prevent dangerous
anthropogenic interference with the climate system.” Judging
whether our interference in the climate system is dangerous, i.e.,
risks causing a very bad outcome, involves two tasks: estimat-

ing the physical consequences of our interference and their
likelihood; and assessing their significance for people. The first

gas (GHG) emissions is a public good, which inhibits mitigation. This
also partly explains the failure of nations to agree on how to solve the
problem.

In contrast, adaptation tends not to suffer from free-riding. Gains to
climate change from adaptation, such as planting more heat tolerant
crops, are mainly realized by the parties who incur the costs. Associated
externalities tend to be more localized and contemporaneous than for
GHG mitigation. From a public goods perspective, global coordination
may be less important for many forms of adaptation than for mitiga-
tion. For autonomous adaptation in particular, the gains from adapta-
tion accrue to the party incurring the cost. However, public adaptation
requires local or regional coordination. Financial and other constraints
may restrict the pursuit of attractive adaptation opportunities, particu-
larly in developing countries and for poorer individuals.

This chapter addresses two questions: what should be done about
action to mitigate climate change (a normative issue) and how the
world works in the multifaceted context of climate change (a descrip-
tive or positive issue). Typically, ethics deals with normative questions
and economics with descriptive or normative questions. Descriptive
questions are primarily value-neutral, for example, how firms have
reacted to cap-and-trade programmes to limit emissions, or how soci-
eties have dealt with responsibility for actions that were not known to
be harmful when they were taken. Normative questions use economics
and ethics to decide what should be done, for example, determining
the appropriate level of burden sharing among countries for current
and future mitigation. In making decisions about issues with norma-
tive dimensions, it is important to understand the implicit assumptions
involved. Most normative analyses of solutions to the climate problem
implicitly involve contestable ethical assumptions.

This chapter does not attempt to answer ethical questions, but rather
provides policymakers with the tools (concepts, principles, arguments,
and methods) to make decisions. Summarizing the role of economics
and ethics in climate change in a single chapter necessitates several
caveats. While recognizing the importance of certain non-economic
social dimensions of the climate change problem and solutions to it,
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falls to science, but, as the Synthesis Report of the IPCC Fourth
Assessment Report (AR4) states, “Determining what constitutes
‘dangerous anthropogenic interference with the climate system’
in relation to Article 2 of the UNFCCC involves value judgements”
(IPCC, 2007, p. 42). Value judgements are governed by the theory
of value. In particular, valuing risk is covered by decision theory
and is dealt with in Chapter 2. Central questions of value that
come within the scope of ethics, as well as economic methods for
measuring certain values are examined in this chapter.

space limitations and our mandate necessitated focusing primarily on
ethics and economics. Furthermore, many of the issues raised have
already been addressed in previous IPCC assessments, particularly AR2
(published in 1995). In the past, ethics has received less attention than
economics, although aspects of both subjects are covered in AR2. The
literature reviewed here includes pre-AR4 literature in order to pro-
vide a more comprehensive understanding of the concepts and meth-
ods. We highlight ‘new’ developments in the field since the last IPCC
assessment in 2007.

Ethical and socio-economic
concepts and principles

3.2

When a country emits GHGs, its emissions cause harm around the
globe. The country itself suffers only a part of the harm it causes. It is
therefore rarely in the interests of a single country to reduce its own
emissions, even though a reduction in global emissions could benefit
every country. That is to say, the problem of climate change is a “trag-
edy of the commons” (Hardin, 1968). Effective mitigation of climate
change will not be achieved if each person or country acts indepen-
dently in its own interest.

Consequently, efforts are continuing to reach effective international
agreement on mitigation. They raise an ethical question that is widely
recognized and much debated, namely, ‘burden-sharing’ or ‘effort-
sharing’. How should the burden of mitigating climate change be
divided among countries? It raises difficult issues of justice, fairness,
and rights, all of which lie within the sphere of ethics.

Burden-sharing is only one of the ethical questions that climate change
raises.' Another is the question of how much overall mitigation should

' Asurvey of the ethics of climate change is Gardiner (2004), pp. 555—600.
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take place. UNFCCC sets the aim of “avoiding dangerous anthropo-
genic interference with the climate system”, and judging what is dan-
gerous is partly a task for ethics (see Box 3.1). Besides justice, fairness,
and rights, a central concern of ethics is value. Judgements of value
underlie the question of what interference with the climate system
would be dangerous.

Indeed, ethical judgements of value underlie almost every decision
that is connected with climate change, including decisions made by
individuals, public and private organizations, governments, and group-
ings of governments. Some of these decisions are deliberately aimed at
mitigating climate change or adapting to it. Many others influence the
progress of climate change or its impacts, so they need to take climate
change into account.

Ethics may be broadly divided into two branches: justice and value.
Justice is concerned with ensuring that people get what is due to them.
If justice requires that a person should not be treated in a particular
way—uprooted from her home by climate change, for example—then
the person has a right not to be treated that way. Justice and rights are
correlative concepts. On the other hand, criteria of value are concerned
with improving the world: making it a better place. Synonyms for
‘value' in this context are ‘good’, ‘goodness’ and ‘benefit’. Antonyms
are ‘bad’, harm’ and ‘cost’.

To see the difference between justice and value, think of a transfer of
wealth made by a rich country to a poor one. This may be an act of
restitution. For example, it may be intended to compensate the poor
country for harm that has been done to it by the rich country’s emis-
sions of GHG. In this case, the transfer is made on grounds of justice.
The payment is taken to be due to the poor country, and to satisfy a
right that the poor country has to compensation. Alternatively, the rich
country may make the transfer to support the poor country’s mitiga-
tion effort, because this is beneficial to people in the poor country,
the rich country, and elsewhere. The rich country may not believe the
poor country has a right to the support, but makes the payment simply
because it does ‘good’. This transfer is made on grounds of value. What
would be good to do is not necessarily required as a matter of justice.
Justice is concerned with what people are entitled to as a matter of
their rights.

The division between justice and value is contested within moral phi-
losophy, and so is the nature of the interaction between the two.
Some authors treat justice as inviolable (Nozick, 1974): justice sets
limits on what we may do and we may promote value only within
those limits. An opposite view—called ‘teleological’ by Rawls
(1971)—is that the right decision to make is always determined
by the value of the alternatives, so justice has no role. But despite
the complexity of their relationship and the controversies it raises,
the division between justice and value provides a useful basis for
organizing the discussion of ethical concepts and principles. We
have adopted it in this chapter: sections 3.3 and 3.4 cover justice
and value, respectively. One topic appears in both sections because
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it bridges the divide: this topic is distributive justice viewed one way
and the value of equality viewed the other. Section 3.3.7 on geoen-
gineering is also in an intermediate position because it raises ethical
issues of both sorts. Section 3.6 explains how some ethical values
can be measured by economic methods of valuation. Section 3.5
describes the scope and limitations of these methods. Later sections
develop the concepts and methods of economics in more detail. Prac-
tical ways to take account of different values in policy-making are
discussed in Section 3.7.1.

3.3 Justice, equity and

responsibility

Justice, fairmess, equity, and responsibility are important in interna-
tional climate negotiations, as well as in climate-related political deci-
sion making within countries and for individuals.

In this section we examine distributive justice, which, for the purpose
of this review, is about outcomes, and procedural justice or the way in
which outcomes are brought about. We also discuss compensation for
damage and historic responsibility for harm. In the context of climate
change, considerations of justice, equity, and responsibility concern the
relations between individuals, as well as groups of individuals (e.g.,
countries), both at a single point in time and across time. Accordingly,
we distinguish intra-generational from intergenerational justice. The
literature has no agreement on a correct answer to the question, what
is just? We indicate where opinions differ.

3.3.1 Causal and moral responsibility

From the perspective of countries rather than individuals or groups of
individuals, historic emissions can help determine causal responsibil-
ity for climate change (den Elzen et al., 2005; Lamarque et al., 2010;
Hohne et al., 2011). Many developed countries are expected to suf-
fer relatively modest physical damage and some are even expected to
realize benefits from future climate change (see Tol, 20023; b). On the
other hand, some developing countries bear less causal responsibil-
ity, but could suffer significant physical damage from climate change
(IPCC, 2007, WG 1l AR4 SPM). This asymmetry gives rise to the follow-
ing questions of justice and moral responsibility: do considerations of
justice provide guidance in determining the appropriate level of pres-
ent and future global emissions; the distribution of emissions among
those presently living; and the role of historical emissions in distribut-
ing global obligations? The question also arises of who might be con-
sidered morally responsible for achieving justice, and, thus, a bearer of
duties towards others. The question of moral responsibility is also key
to determining whether anyone owes compensation for the damage
caused by emissions.
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3.3.2 Intergenerational justice and rights of

future people

Intergenerational justice encompasses some of the moral duties owed
by present to future people and the rights that future people hold
against present people.2 A legitimate acknowledgment that future or
past generations have rights relative to present generations is indica-
tive of a broad understanding of justice.> While justice considerations
so understood are relevant, they cannot cover all our concerns regard-
ing future and past people, including the continued existence of
humankind and with a high level of wellbeing.*

What duties do present generations owe future generations given that
current emissions will affect their quality of life? Some justice theo-
rists have offered the following argument to justify a cap on emissions
(Shue, 1993, 1999; Caney, 2006a; Meyer and Roser, 2009; Wolf, 2009).
If future people’s basic rights include the right to survival, health, and
subsistence, these basic rights are likely to be violated when tempera-
tures rise above a certain level. However, currently living people can
slow the rise in temperature by limiting their emissions at a reason-
able cost to themselves. Therefore, living people should reduce their
emissions in order to fulfil their minimal duties of justice to future
generations. Normative theorists dispute the standard of living that
corresponds to people’s basic rights (Page, 2007; Huseby, 2010). Also
in dispute is what level of harm imposed on future people is morally
objectionable. Some argue that currently living people wrongfully
harm future people if they cause them to have a lower level of well-
being than their own (e.g., Barry, 1999); others that currently living
people owe future people a decent level of wellbeing, which might be
lower than their own (Wolf, 2009). This argument raises objections on
grounds of justice since it presupposes that present people can violate
the rights of future people, and that the protection of future people’s
rights is practically relevant for how present people ought to act.

Some theorists claim that future people cannot hold rights against
present people, owing to special features of intergenerational rela-
tions: some claim that future people cannot have rights because they
cannot exercise them today (Steiner, 1983; Wellman, 1995, ch. 4). Oth-
ers point out that interaction between non-contemporaries is impos-
sible (Barry, 1977, pp. 243244, 1989, p. 189). However, some justice
theorists argue that neither the ability to, nor the possibility of, mutual
interaction are necessary in attributing rights to people (Barry, 1989;
Buchanan, 2004). They hold that rights are attributed to beings whose
interests are important enough to justify imposing duties on others.

2 In the philosophical literature, “justice between generations” typically refers to
the relations between people whose lifetimes do not overlap (Barry, 1977). In
contrast, “justice between age groups” refers to the relations of people whose
lifetimes do overlap (Laslett and Fishkin, 1992). See also Gardiner (2011),
pp. 145-48.

3 See Rawls (1971, 1999), Barry (1977), Sikora and Barry (1978), Partridge (1981),
Parfit (1986), Bimbacher (1988), and Heyd (1992).

4 See Baier (1981), De-Shalit (1995), Meyer (2005), and for African philosophi-
cal perspectives see, Behrens (2012). See Section 3.4 on the wellbeing of future
people.
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The main source of scepticism about the rights of future people and
the duties we owe them is the so-called ‘non-identity problem’. Actions
we take to reduce our emissions will change people’s way of life and
so affect new people born. They alter the identities of future people.
Consequently, our emissions do not make future people worse off than
they would otherwise have been, since those future people would not
exist if we took action to prevent our emissions. This makes it hard to
claim that our emissions harm future people, or that we owe it to them
as a matter of their rights to reduce our emissions.®

It is often argued that the non-identity problem can be overcome
(McMahan, 1998; Shiffrin, 1999; Kumar, 2003; Meyer, 2003; Harman,
2004; Reiman, 2007; Shue, 2010). In any case, duties of justice do not
include all the moral concerns we should have for future people. Other
concerns are matters of value rather than justice, and they too can be
understood in such a way that they are not affected by the non-iden-
tity problem. They are considered in Section 3.4.

If present people have a duty to protect future people’s basic rights,
this duty is complicated by uncertainty. Present people’s actions or
omissions do not necessarily violate future people’s rights; they create
a risk of their rights being violated (Bell, 2011). To determine what cur-
rently living people owe future people, one has to weigh such uncer-
tain consequences against other consequences of their actions, includ-
ing the certain or likely violation of the rights of currently living people
(Oberdiek, 2012; Temkin, 2012). This is important in assessing many
long-term policies, including on geoengineering (see Section 3.3.7),
that risk violating the rights of many generations of people (Crutzen,
2006; Schneider, 2008; Victor et al., 2009; Baer, 2010; Ott, 2012).

3.33 Intergenerational justice: distributive

justice

Suppose that a global emissions ceiling that is intergenerationally just
has been determined (recognizing that a ceiling is not the only way to
deal with climate change), the question then arises of how the ceil-
ing ought to be divided among states (and, ultimately, their individ-
ual members) (Jamieson, 2001; Singer, 2002; Meyer and Roser, 2006;
Caney, 2006a). Distributing emission permits is a way of arriving at a
globally just division. Among the widely discussed views on distribu-
tive justice are strict egalitarianism (Temkin, 1993), indirect egalitarian
views including prioritarianism (Parfit, 1997), and sufficientarianism
(Frankfurt, 1999). Strict egalitarianism holds that equality has value
in itself. Prioritarianism gives greater weight to a person’s wellbeing
the less well off she is, as described in Section 3.4. Sufficientarianism
recommends that everyone should be able to enjoy a particular level
of wellbeing.

> For an overview of the issue see Meyer (2010). See also Schwartz (1978), Parfit
(1986), and Heyd (1992). For a different perspective see Perrett (2003).
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For example, two options can help apply prioritarianism to the dis-
tribution of freely allocated and globally tradeable emission permits.
The first is to ignore the distribution of other goods. Then strict egali-
tarianism or prioritarianism will require emission permits to be distrib-
uted equally, since they will have one price and are thus equivalent
to income. The second is to take into account the unequal distribution
of other assets. Since people in the developing world are less well off
than in the developed world, strict egalitarianism or prioritarianism
would require most or all permits to go to the developing world. How-
ever, it is questionable whether it is appropriate to bring the overall
distribution of goods closer to the prioritarian ideal through the dis-
tribution of just one good (Wolff and de-Shalit, 2007; Caney, 2009,
2012).

3.34 Historical responsibility and distributive

justice

Historical responsibility for climate change depends on countries’ con-
tributions to the stock of GHGs. The UNFCCC refers to “common but
differentiated responsibilities” among countries of the world.® This is
sometimes taken to imply that current and historical causal responsi-
bility for climate change should play a role in determining the obliga-
tions of different countries in reducing emissions and paying for adap-
tation measures globally (Rajamani, 2000; Rive et al., 2006; Friman,
2007).

A number of objections have been raised against the view that his-
torical emissions should play a role (see, e.g., Gosseries, 2004; Caney,
2005; Meyer and Roser, 2006; Posner and Weisbach, 2010). First, as
currently living people had no influence over the actions of their ances-
tors, they cannot be held responsible for them. Second, previously liv-
ing people may be excused from responsibility on the grounds that
they could not be expected to know that their emissions would have
harmful consequences. Thirdly, present individuals with their particu-
lar identities are not worse or better off as a result of the emission-
generating activities of earlier generations because, owing to the non-
identity problem, they would not exist as the individuals they are had
earlier generations not acted as they did.

From the perspective of distributive justice, however, these objections
need not prevent past emissions and their consequences being taken
into account (Meyer and Roser, 2010; Meyer, 2013). If we are only
concerned with the distribution of benefits from emission-generating
activities during an individual's lifespan, we should include the ben-
efits present people have received from their own emission-generating
activities. Furthermore, present people have benefited since birth or
conception from past people’s emission-producing actions. They are

6 Specifically, Article 3 of the UNFCCC includes the sentence: “The Parties should
protect the climate system for the benefit of present and future generations of
humankind, on the basis of equity and in accordance with their common but dif-
ferentiated responsibilities and respective capabilities.”
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therefore better off as a result of past emissions, and any principle of
distributive justice should take that into account. Some suggest that
taking account of the consequences of some past emissions in this
way should not be subject to the objections mentioned in the previous
paragraph (see Shue, 2010). Other concepts associated with historical
responsibility are discussed in Chapter 4.

3.35 Intra-generational justice: compensatory

justice and historical responsibility

Do those who suffer disproportionately from the consequences of cli-
mate change have just claims to compensation against the main per-
petrators or beneficiaries of climate change (see, e.g., Neumayer, 2000;
Gosseries, 2004; Caney, 2006b)?

One way of distinguishing compensatory from distributive claims is to
rely on the idea of a just baseline distribution that is determined by
a criterion of distributive justice. Under this approach, compensation
for climate damage and adaptation costs is owed only by people who
have acted wrongfully according to normative theory (Feinberg, 1984;
Coleman, 1992; McKinnon, 2011). Other deviations from the baseline
may warrant redistributive measures to redress undeserved benefits or
harms, but not as compensation. Some deviations, such as those that
result from free choice, may not call for any redistribution at all.

The duty to make compensatory payments (Gosseries, 2004; Caney,
2006b) may fall on those who emit or benefit from wrongful emis-
sions or who belong to a community that produced such emissions.
Accordingly, three principles of compensatory justice have been sug-
gested: the polluter pays principle (PPP), the beneficiary pays princi-
ple (BPP), and the community pays principle (CPP) (Meyer and Roser,
2010; Meyer, 2013). None of the three measures is generally accepted,
though the PPP is more widely accepted than the others. The PPP
requires the emitter to pay compensation if the agent emitted more
than its fair share (determined as outlined in Section 3.3.2) and it
either knew, or could reasonably be expected to know, that its emis-
sions were harmful. The victim should be able to show that the emis-
sions either made the victim worse off than before or pushed below a
specified threshold of harm, or both.

The right to compensatory payments for wrongful emissions under PPP
has at least three basic limitations. Two have already been mentioned
in Section 3.3.4. Emissions that took place while it was permissible
to be ignorant of climate change (when people neither did know nor
could be reasonably be expected to know about the harmful conse-
quences of emissions) may be excused (Gosseries, 2004, pp. 39—-41).
See also Section 3.3.6. The non-identity problem (see Section 3.3.2)
implies that earlier emissions do not harm many of the people who
come into existence later. Potential duty bearers may be dead and can-
not therefore have a duty to supply compensatory measures. It may
therefore be difficult to use PPP in ascribing compensatory duties and
identifying wronged persons. The first and third limitations restrict the
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assignment of duties of compensation to currently living people for
their most recent emissions, even though many more people are caus-
ally responsible for the harmful effects of climate change. For future
emissions, the third limitation could be overcome through a climate
change compensation fund into which agents pay levies for imposing
the risk of harm on future people (McKinnon, 2011).

According to BPP, a person who is wrongfully better off relative to a
just baseline is required to compensate those who are worse off. Past
emissions benefit some and impose costs on others. If currently liv-
ing people accept the benefits of wrongful past emissions, it has been
argued that they take on some of the past wrongdoer's duty of com-
pensation (Gosseries, 2004). Also, we have a duty to condemn injustice,
which may entail a duty not to benefit from an injustice that causes
harm to others (Butt, 2007). However, BPP is open to at least two
objections. First, duties of compensation arise only from past emissions
that have benefited present people; no compensation is owed for other
past emissions. Second, if voluntary acceptance of benefits is a con-
dition of their giving rise to compensatory duties, the bearers of the
duties must be able to forgo the benefits in question at a reasonable
cost.

Under CPP, moral duties can be attributed to people as members of
groups whose identity persists over generations (De-Shalit, 1995;
Thompson, 2009). The principle claims that members of a community,
including a country, can have collective responsibility for the wrongful
actions of other past and present members of the community, even
though they are not morally or causally responsible for those actions
(Thompson, 2001; Miller, 2004; Meyer, 2005). It is a matter of debate
under what conditions present people can be said to have inherited
compensatory duties. Although CPP purports to overcome the problem
that a polluter might be dead, it can justify compensatory measures
only for emissions that are made wrongfully. It does not cover emis-
sions caused by agents who were permissibly ignorant of their harm-
fulness. (The agent in this case may be the community or state).

The practical relevance of principles of compensatory justice is limited.
Insofar as the harms and benefits of climate change are undeserved,
distributive justice will require them to be evened out, independently
of compensatory justice. Duties of distributive justice do not presup-
pose any wrongdoing (see Section 3.3.4). For example, it has been
suggested on grounds of distributive justice that the duty to pay for
adaptation should be allocated on the basis of people’s ability to pay,
which partly reflects the benefit they have received from past emis-
sions (Jamieson, 1997; Shue, 1999; Caney, 2010; Gardiner, 2011).
However, present people and governments can be said to know about
both the seriously harmful consequences of their emission-generating
activities for future people and effective measures to prevent those
consequences. If so and if they can implement these measures at a rea-
sonable cost to themselves to protect future people’s basic rights (see,
e.g., Birnbacher, 2009; Gardiner, 2011), they might be viewed as owing
intergenerational duties of justice to future people (see Section 3.3.2).
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3.3.6 Legal concepts of historical

responsibility

Legal systems have struggled to define the boundaries of responsibility
for harmful actions and are only now beginning to do so for climate
change. It remains unclear whether national courts will accept lawsuits
against GHG emitters, and legal scholars vigorously debate whether
liability exists under current law (Mank, 2007; Burns and Osofsky,
2009; Faure and Peeters, 2011; Haritz, 2011; Kosolapova, 2011; Kysar,
2011; Gerrard and Wannier, 2012). This section is concerned with moral
responsibility, which is not the same as legal responsibility. But moral
thinking can draw useful lessons from legal ideas.

Harmful conduct is generally a basis for liability only if it breaches
some legal norm (Tunc, 1983), such as negligence, or if it interferes
unreasonably with the rights of either the public or property owners
(Mank, 2007; Grossman, 2009; Kysar, 2011; Brunée et al., 2012; Gold-
berg and Lord, 2012; Koch et al., 2012). Liability for nuisance does not
exist if the agent did not know, or have reason to know, the effects
of its conduct (Antolini and Rechtschaffen, 2008). The law in connec-
tion with liability for environmental damage still has to be settled.
The European Union, but not the United States, recognizes exemption
from liability for lack of scientific knowledge (United States Congress,
1980; European Union, 2004). Under European law, and in some US
states, defendants are not responsible if a product defect had not yet
been discovered (European Commission, 1985; Dana, 2009). Some
legal scholars suggest that assigning blame for GHG emissions dates
back to 1990 when the harmfulness of such emissions was established
internationally, but others argue in favour of an earlier date (Faure and
Nollkaemper, 2007; Hunter and Salzman, 2007; Haritz, 2011). Legal
systems also require a causal link between a defendant’s conduct and
some identified harm to the plaintiff, in this case from climate change
(Tunc, 1983; Faure and Nollkaemper, 2007; Kosolapova, 2011; Kysar,
2011; Brunée et al., 2012; Ewing and Kysar, 2012; Goldberg and Lord,
2012). A causal link might be easier to establish between emissions
and adaptation costs (Farber, 2007). Legal systems generally also
require causal foreseeability or directness (Mank, 2007; Kosolapova,
2011; van Dijk, 2011; Ewing and Kysar, 2012), although some statutes
relax this requirement in specific cases (such as the US Comprehensive
Environmental Response, Compensation, and Liability Act (CERCLA),
commonly known as Superfund. Emitters might argue that their contri-
bution to GHG levels was too small and the harmful effects too indirect
and diffuse to satisfy the legal requirements (Sinnot-Armstrong, 2010;
Faure and Peeters, 2011; Hiller, 2011; Kysar, 2011; van Dijk, 2011; Ger-
rard and Wannier, 2012).

Climate change claims could also be classified as unjust enrichment
(Kull, 1995; Birks, 2005), but legal systems do not remedy all forms of
enrichment that might be regarded as ethically unjust (Zimmermann,
1995; American Law Institute, 2011; Laycock, 2012). Under some legal
systems, liability depends on whether benefits were conferred without
legal obligation or through a transaction with no clear change of own-
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ership (Zimmermann, 1995; American Law Institute, 2011; Laycock,
2012). It is not clear that these principles apply to climate change.

As indicated, legal systems do not recognize liability just because a
positive or negative externality exists. Their response depends on the
behaviour that caused the externality and the nature of the causal
link between the agent's behaviour and the resulting gain or loss to
another.

3.3.7 Geoengineering, ethics, and justice
Geoengineering (also known as climate engineering [CE]), is large-
scale technical intervention in the climate system that aims to cancel
some of the effects of GHG emissions (for more details see Working
Group | (WGI) 6.5 and WGIII 6.9). Geoengineering represents a third
kind of response to climate change, besides mitigation and adaptation.
Various options for geoengineering have been proposed, including dif-
ferent types of solar radiation management (SRM) and carbon dioxide
removal (CDR). This section reviews the major moral arguments for and
against geoengineering technologies (for surveys see Robock, 2008;
Corner and Pidgeon, 2010; Gardiner, 2010; Ott, 2010; Betz and Cacean,
2012; Preston, 2013). These moral arguments do not apply equally to
all proposed geoengineering methods and have to be assessed on a
case-specific basis.”

Three lines of argument support the view that geoengineering tech-
nologies might be desirable to deploy at some point in the future. First,
that humanity could end up in a situation where deploying geoengi-
neering, particularly SRM, appears as a lesser evil than unmitigated
climate change (Crutzen, 2006; Gardiner, 2010; Keith et al., 2010;
Svoboda, 2012a; Betz, 2012). Second, that geoengineering could be
a more cost-effective response to climate change than mitigation or
adaptation (Barrett, 2008). Such efficiency arguments have been criti-
cized in the ethical literature for neglecting issues such as side-effects,
uncertainties, or fairness (Gardiner, 2010, 2011; Buck, 2012). Third,
that some aggressive climate stabilization targets cannot be achieved
through mitigation measures alone and thus must be complemented
by either CDR or SRM (Greene et al., 2010; Sandler, 2012).

Geoengineering technologies face several distinct sets of objections.
Some authors have stressed the substantial uncertainties of large-
scale deployment (for overviews of geoengineering risks see also

7 While the literature typically associates some arguments with particular types of
methods (e.g., the termination problem with SRM), it is not clear that there are
two groups of moral arguments: those applicable to all SRM methods on the one
side and those applicable to all CDR methods on the other side. In other words,
the moral assessment hinges on aspects of geoengineering that are not connected
to the distinction between SRM and CDR.
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Schneider (2008) and Sardemann and Grunwald (2010)), while others
have argued that some intended and unintended effects of both CDR
and SRM could be irreversible (Jamieson, 1996) and that some cur-
rent uncertainties are unresolvable (Bunzl, 2009). Furthermore, it has
been pointed out that geoengineering could make the situation worse
rather than better (Hegerl and Solomon, 2009; Fleming, 2010; Hamil-
ton, 2013) and that several technologies lack a viable exit option: SRM
in particular would have to be maintained as long as GHG concentra-
tions remain elevated (The Royal Society, 2009).

Arguments against geoengineering on the basis of fairness and jus-
tice deal with the intra-generational and intergenerational distribu-
tional effects. SRM schemes could aggravate some inequalities if, as
expected, they modify regional precipitation and temperature patterns
with unequal social impacts (Bunzl, 2008; The Royal Society, 2009;
Svoboda et al., 2011; Preston, 2012). Furthermore, some CDR methods
would require large-scale land transformations, potentially competing
with agricultural land-use, with uncertain distributive consequences.
Other arguments against geoengineering deal with issues including
the geopolitics of SRM, such as international conflicts that may arise
from the ability to control the "global thermostat” (e.g., Schelling,
1996; Hulme, 2009), ethics (Hale and Grundy, 2009; Preston, 2011;
Hale and Dilling, 2011; Svoboda, 2012b; Hale, 2012b), and a critical
assessment of technology and modern civilization in general (Fleming,
2010; Scott, 2012).

One of the most prominent arguments against geoengineering sug-
gests that geoengineering research activities might hamper mitigation
efforts (e.g., Jamieson, 1996; Keith, 2000; Gardiner, 2010), which pre-
sumes that geoengineering should not be considered an acceptable
substitute for mitigation. The central idea is that research increases the
prospect of geoengineering being regarded as a serious alternative to
emission reduction (for a discussion of different versions of this argu-
ment see Hale, 2012a; Hourdequin, 2012). Other authors have argued,
based on historical evidence and analogies to other technologies, that
geoengineering research might make deployment inevitable (Jamie-
son, 1996; Bunzl, 2009), or that large-scale field tests could amount to
full-fledged deployment (Robock et al., 2010). It has also been argued
that geoengineering would constitute an unjust imposition of risks
on future generations, because the underlying problem would not be
solved but only counteracted with risky technologies (Gardiner, 2010;
Ott, 2012; Smith, 2012). The latter argument is particularly relevant to
SRM technologies that would not affect greenhouse gas concentra-
tions, but it would also apply to some CDR methods, as there may be
issues of long-term safety and capacity of storage.

Arguments in favour of research on geoengineering point out that
research does not necessarily prepare for future deployment, but can,
on the contrary, uncover major flaws in proposed schemes, avoid pre-
mature CE deployment, and eventually foster mitigation efforts (e.qg.
Keith et al., 2010). Another justification for Research and Development
(R&D) is that it is required to help decision-makers take informed deci-
sions (Leisner and Miiller-Klieser, 2010).

219




Social, Economic, and Ethical Concepts and Methods

3.4 Values and wellbeing

One branch of ethics is the theory of value. Many different sorts of
value can arise, and climate change impinges on many of them. Value
affects nature and many aspects of human life. This section surveys
some of the values at stake in climate change, and examines how far
these values can be measured, combined, or weighed against each
other. Each value is subject to debate and disagreement. For example,
it is debatable whether nature has value in its own right, apart from
the benefit it brings to human beings. Decision-making about climate
change is therefore likely to be contentious.

Since values constitute only one part of ethics, if an action will increase
value overall it by no means follows that it should be done. Many
actions benefit some people at the cost of harming others. This raises
a question of justice even if the benefits in total exceed the costs.
Whereas a cost to a person can be compensated for by a benefit to
that same person, a cost to a person cannot be compensated for by
a benefit to someone else. To suppose it can is not to “take seriously
the distinction between persons”, as John Rawls puts it (1971, p. 27).
Harming a person may infringe their rights, or it may be unfair to them.
For example, when a nation’s economic activities emit GHG, they may
benefit the nation itself, but may harm people in other nations. Even if
the benefits are greater in value than the harms, these activities may
infringe other nations’ rights. Other nations may therefore be entitled
to object to them on grounds of justice.

Any decision about climate change is likely to promote some values
and damage others. These may be values of very different sorts. In
decision making, different values must therefore be put together or
balanced against each other. Some pairs of values differ so radically
from each other that they cannot be determinately weighed together.
For example, it may be impossible to weigh the value of preserving a
traditional culture against the material income of the people whose
culture it is, or to weigh the value of biodiversity against human well-
being. Some economists claim that one person’s wellbeing cannot be
weighed against another’s (Robbins, 1937; Arrow, 1963). When values
cannot be determinately weighed, they are said to be ‘incommensu-
rable’ or ‘incomparable’ (Chang, 1997). Multi-Criteria Analysis (MCA)
(discussed in Section 3.7.2.1) is a technique that is designed to take
account of several incommensurable values (De Montis et al., 2005;
Zeleny and Cochrane, 1982).

3.4.1 Non-human values

Nature provides great benefits to human beings in ways that range
from absorbing our waste, to beautifying the world we inhabit. An
increasing number of philosophers have argued in recent years that
nature also has value in its own right, independently of its benefits to
human beings (Leopold, 1949; Palmer, 2011). They have argued that
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we should recognize animal values, the value of life itself, and even the
value of natural systems and nature itself.

In moral theory, rational adult humans, who are self-conscious subjects
of a life, are often taken (following Kant, 1956) to have a kind of uncon-
ditional moral worth—sometimes called ‘dignity'—that is not found
elsewhere on earth. Others believe that moral worth can be found else-
where (Dryzek, 1997). Many human beings themselves lack rationality
or subjectivity, yet still have moral worth—the very young, the very
old and people with various kinds of impairment among them. Given
that, why deny moral worth to those animals that are to some extent
subjects of a life, who show emotional sophistication (Regan, 2004),
and who experience pleasure, pain, suffering, and joy (Singer, 1993)?

An argument for recognizing value in plants as well as animals was
proposed by Richard Routley (1973). Routley gives the name "human
chauvinism’ to the view that humans are the sole possessors of intrin-
sic value. He asks us to imagine that the last man on earth sets out to
destroy every living thing, animal or plant. Most people believe this
would be wrong, but human chauvinists are unable to explain why.
Human chauvinism appears to be simply a prejudice in favour of the
human species (Routley and Routley, 1980). In contrast, some philoso-
phers argue that value exists in the lives of all organisms, to the extent
that they have the capacity to flourish (Taylor, 1986; Agar, 2001).

Going further, other philosophers have argued that biological com-
munities and holistic ecological entities also have value in their own
right. Some have argued that a species has more value than all of its
individuals have together, and that an ecosystem has still more value
(Rolston, 1988, 1999; compare discussion in Brennan and Lo, 2010).
It has further been proposed that, just as domination of one human
group by another is a moral evil, showing disrespect for the value of
others, then so is the domination of nature by humans in general.
If nature and its systems have moral worth, then the domination of
nature is also a kind of disrespect (Jamieson, 2010).

If animals, plants, species, and ecosystems do have value in their own
right, then the moral impact of climate change cannot be gauged by
its effects on human beings alone. If climate change leads to the loss
of environmental diversity, the extinction of plant and animal species,
and the suffering of animal populations, then it will cause great harms
beyond those it does to human beings. Its effects on species numbers,
biodiversity, and ecosystems may persist for a very long time, perhaps
even longer than the lifetime of the human species (Nolt, 2011).

It is very difficult to measure non-human values in a way that makes
them commensurate with human values. Economists address this
issue by dividing value into use value (associated with actual use of
nature—instrumental value) and nonuse or existence value (intrinsic
value of nature). As an example, biodiversity might have value because
of the medical drugs that might be discovered among the diverse
biota (use value). Or biodiversity might be valued by individuals sim-
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ply because they believe that biologic diversity is important, over and
above any use to people that might occur. The total amount people are
willing to pay has sometimes been used as an economic measure of
the total value (instrumental and intrinsic) of these features (Aldred,
1994). As the discussion of the past few paragraphs has suggested,
nature may have additional value, over and above the values placed by
individual humans (Broome, 2009; Spash et al., 2009).

3.4.2 Cultural and social values

The value of human wellbeing is considered in Section 3.4.3, but the
human world may also possess other values that do not form part of
the wellbeing of individual humans. Living in a flourishing culture and
society contributes to a person’s wellbeing (Kymlicka, 1995; Appiah,
2010), but some authors claim that cultures and societies also pos-
sess values in their own right, over and above the contribution they
make to wellbeing (Taylor, 1995). Climate change threatens damage to
cultural artefacts and to cultures themselves (Adger et al., 2012). Evi-
dence suggests that it may already be damaging the culture of Arctic
indigenous peoples (Ford et al., 2006, 2008; Crate, 2008; Hassol, 2004;
see also WGII Chapter 12). Cultural values and indigenous peoples are
discussed in Section 3.10.2.

The degree of equality in a society may also be treated as a value that
belongs to a society as a whole, rather than to any of the individu-
als who make up the society. Various measures of this value are avail-
able, including the Gini coefficient and the Atkinson measure (Gini,
1912; Atkinson, 1970); for an assessment see (Sen, 1973). Section 3.5
explains that the value of equality can alternatively be treated as a
feature of the aggregation of individual people’s wellbeings, rather
than as social value separate from wellbeing.

343 Wellbeing

Most policy concerned with climate change aims ultimately at making
the world better for people to live in. That is to say, it aims to promote
people’s wellbeing. A person’s wellbeing, as the term is used here,
includes everything that is good or bad for the person—everything
that contributes to making their life go well or badly. What things
are those—what constitutes a person’s wellbeing? This question has
been the subject of an extensive literature since ancient times.®2 One
view is that a person’s wellbeing is the satisfaction of their prefer-
ences. Another is that it consists in good feelings such as pleasure. A
third is that wellbeing consists in possessing the ordinary good things
of life, such as health, wealth, a long life, and participating well in a

& For example: Aristotle, Nicomachean Ethics. Recent work includes: Griffin (1986);
Sumner (1999); Kraut (2007).
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good community. The ‘capabilities approach’ in economics (Sen, 1999)
embodies this last view. It treats the good things of life as ‘function-
ings" and ‘capabilities’—things that a person does and things that
they have a real opportunity of doing, such as living to old age, having
a good job, and having freedom of choice.

A person’s wellbeing will be affected by many of the other values that
are mentioned above, and by many of the considerations of justice
mentioned in Section 3.3. It is bad for a person to have their rights
infringed or to be treated unfairly, and it is good for a person to live
within a healthy culture and society, surrounded by flourishing nature.

Various concrete measures of wellbeing are in use (Fleurbaey, 2009;
Stiglitz et al., 2009). Each reflects a particular view about what well-
being consists in. For example, many measures of ‘subjective wellbe-
ing’ (Oswald and Wu, 2010; Kahneman and Deaton, 2010) assume that
wellbeing consists in good feelings. Monetary measures of wellbeing,
which are considered in Section 3.6, assume that wellbeing consists
in the satisfaction of preferences. Other measures assume wellbeing
consists in possessing a number of specific good things. The Human
Development Index (HDI) is intended to be an approximate measure of
wellbeing understood as capabilities and functionings (UNDP, 2010). It
is based on three components: life expectancy, education, and income.
The capabilities approach has inspired other measures of wellbeing
too (Dervis and Klugman, 2011). In the context of climate change,
many different metrics of value are intended to measure particular
components of wellbeing: among them are the numbers of people at
risk from hunger, infectious diseases, coastal flooding, or water scar-
city. These metrics may be combined to create a more general measure.
Schneider et al. (2000) advocates the use of a suite of five metrics:
(1) monetary loss, (2) loss of life, (3) quality of life (taking account of
forced migration, conflict over resources, cultural diversity, and loss of
cultural heritage sites), (4) species or biodiversity loss, and (5) distribu-
tion and equity.

3.44  Aggregation of wellbeing

Whatever wellbeing consists of, policy-making must take into account
the wellbeing of everyone in the society. So the wellbeings of differ-
ent people have somehow to be aggregated together. How do they
combine to make up an aggregate value of wellbeing for a society as a
whole? Social choice theory takes up this problem (Arrow, 1963; Sen,
1970). Section 3.6 will explain that the aim of economic valuation is to
measure aggregate wellbeing.

Assume that each person has a level of wellbeing at each time they are
alive, and call this their ‘temporal wellbeing’ at that time. In a society,
temporal wellbeing is distributed across times and across the people.
When a choice is to be made, each of the options leads to a particular
distribution of wellbeing. Our aim is to assess the value of such distri-
butions. Doing so involves aggregating wellbeings across times and
across people, to arrive at an overall, social value for the distribution.
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3.4.5 Lifetime wellbeing

Next let us assume that each person’s temporal wellbeings can be
aggregated to determine a 'lifetime wellbeing’ for the person, and that
the social value of the distribution of wellbeing depends only on these
lifetime wellbeings. This is the assumption that each person’s wellbe-
ing is “separable”, to use a technical term. It allows us to split aggre-
gation into two steps. First, we aggregate each person’s temporal well-
beings across the times in their life in order to determine their lifetime
wellbeing. The second step in the next section is to aggregate across
individuals using a social welfare function.

On one account, a person’s lifetime wellbeing is simply the total of
their temporal wellbeings at each time they are alive. If a person’s
wellbeing depended only on the state of their health, this formula
would be equivalent to ‘QALYs’ or ‘DALYs’ (quality-adjusted life years
or disability-adjusted life years), which are commonly used in the anal-
ysis of public health (Murray, 1994; Sassi, 2006). These measures take
a person’s lifetime wellbeing to be the total number of years they live,
adjusted for their health in each year. Since wellbeing actually depends
on other things as well as health, QALYs or DALYs provide at best an
approximate measure of lifetime wellbeing. If they are aggregated
across people by simple addition, it assumes implicitly that a year of
healthy life is equally as valuable to one person as it is to another.
That may be an acceptable approximation for the broad evaluation
of climate change impacts and policies, especially for evaluating their
effects on health (Nord et al., 1999; Mathers et al., 2009; but also see
Currie et al., 2008).

Other accounts give either increasing, (Velleman, 1991) or alternatively
decreasing, (Kaplow et al., 2010) weight to wellbeing that comes in
later years of life, in determining a person’s lifetime wellbeing.

3.4.6 Social welfare functions

Once we have a lifetime wellbeing for each person, the next step is
to aggregate these lifetime wellbeings across people, to determine an
overall value for society. This involves comparing one person’s wellbe-
ing with another's. Many economists have claimed that interpersonal
comparisons of wellbeing are impossible.® If they are right, the wellbe-
ings of different people are incommensurable and cannot be aggre-
gated. In this section we set this view aside, and assume that temporal
wellbeings are measured in a way that is comparable across people.'
This allows us to aggregate different people’s lifetime wellbeings
through a social welfare function (SWF) to arrive at an overall value or
‘social welfare"."

®  Examples are: Robbins (1937), Archibald (1959), Arrow (1963). A survey and
discussion of this sceptical view appears in Hammond (1993).

10 Potential bases of interpersonal comparisons are examined in: Fleurbaey and
Hammond (2004); Sen (1982); Elster and Roemer (1993); Mirrlees (1982);
Broome, (2004); Arrow (1977); Harsanyi (1977); Adler (2011).

" Arecent major study is Adler (2011).
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We shall first consider SWFs under the simplifying but unrealistic
assumption that the decisions that are to be made do not affect how
many people exist or which people exist: all the options contain the
same people. A theorem of Harsanyi’s (1955) gives some grounds for
thinking that, given this assumption, the SWF is additively separable
between people. This means it has the form:

Equation 3.4.1  V=v,(w) +v,(w,) + ... + v,(w))

Here w; is person i's lifetime wellbeing. This formula says that each
person’s wellbeing can be assigned a value v, (w;), and all these val-

ues—one for each person—are added up to determine the social
value of the distribution.

The proof of Harsanyi's Theorem depends on assumptions that can
be challenged (Diamond, 1967; Broome, 2004; Fleurbaey, 2010). So,
although the additively separable form shown in Equation 3.4.1 is
commonly assumed in economic valuations, it is not entirely secure.
In particular, this form makes it impossible to give any value to equal-
ity except indirectly through prioritarianism, which was introduced in
Section 3.3.2 and is defined below. The value of inequality cannot be
measured by the Gini coefficient, for example, since this measure is not
additively separable (Sen, 1973).

It is often assumed that the functions v,( ) all have the same form,
which means that each person’s wellbeing is valued in the same way:
Equation3.4.2 V=v(w,)+v(w,) + ... +v(w)

Alternatively, the wellbeing of people who live later is sometimes
discounted relative to the wellbeing of people who live earlier; this
implies that the functional form of v,( ) varies according to the date

when people live. Discounting of later wellbeing is often called ‘pure’
discounting. It is discussed in Section 3.6.2.

Even if we accept Equation 3.4.2, different ethical theories imply dif-
ferent SWFs. Utilitarianism values only the total of people’s wellbeing.
The SWF may be written:

Equation3.43 V=w,+w,+ ... +w,

Utilitarianism gives no value to equality in the distribution of wellbe-

ing: a given total of wellbeing has the same value however unequally
it is distributed among people.

But the idea of distributive justice mentioned in Section 3.3.3 sug-
gests that equality of wellbeing does have value. Equation 3.4.2 will
give value to equality if the function v() is strictly concave. This
means the graph of v() curves downwards, as Figure 3.1 illustrates.
(Section 3.6.1.1 explains that a person’s wellbeing w; is commonly
assumed to be a strictly concave function of her consumption, but
this is a different point.) The resulting ethical theory is called priori-
tarianism. As Figure 3.1 shows, according to prioritarianism, improv-
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Figure 3.1 | The prioritarian view of social welfare. The figure compares the social val-
ues of increases in wellbeing for a better-off and a worse-off person.

ing a person’s wellbeing contributes more to social welfare if the
person is badly off than if they are well off. The prioritarian slogan is
“priority to the worse off”. Prioritarianism indirectly gives value to
equality: it implies that a given total of wellbeing is more valuable
the more equally it is distributed (Sen, 1973; Weirich, 1983; Parfit,
1997). In judgements about climate change, a prioritarian function
will give relatively more importance to the interests of poorer people
and poorer countries.

3.4.7 Valuing population

The next problem in aggregating wellbeing is to take account of
changes in population. Climate change can be expected to affect the
world's human population. Severe climate change might even lead to a
catastrophic collapse of the population (Weitzman, 2009), and even to
the extinction of human beings. Any valuation of the impact of climate
change and of policies to mitigate climate change should therefore
take changes in population into account.

The utilitarian and prioritarian SWFs for a fixed population may be
extended in a variety of ways to a variable population. For example,
the utilitarian function may be extended to ‘average utilitarianism’
(Hurka, 1982), whose SWF is the average of people’s wellbeing. Aver-
age utilitarianism gives no value to increasing numbers of people. The
implicit or explicit goal of a great deal of policy-making is to promote
per capita wellbeing (Hardin, 1968). This is to adopt average utilitari-
anism. This goal tends to favour anti-natalist policies, aimed at limiting
population. It would strongly favour population control as a means of
mitigating climate change, and it would not take a collapse of popula-
tion to be, in itself, a bad thing.
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The utilitarian function may alternatively be extended to ‘critical-level
utilitarianism’, whose SWF is the total of the amount by which each
person’s wellbeing exceeds some fixed critical level. It is
Equation3.44 V=(w,-+WwW,-0+ ...+ w,—¢)

where c is the critical level (Broome, 2004; Blackorby et al., 2005).

Other things being equal, critical-level utilitarianism favours adding
people to the population if their wellbeing is above the critical level.

'Total utilitarianism’ (Sidgwick, 1907) is critical-level utilitarianism
with the critical level set to zero. Its SWF is the total of people’s well-
being. Total utilitarianism is implicit in many Integrated Assessment
Models (IAMs) of climate change (e.g., Nordhaus, 2008). Its mean-
ing is indeterminate until it is settled which level of lifetime wellbeing
to count as zero. Many total utilitarians set the zero at the level of
a life that has no good or bad experiences—that is lived in a coma
throughout, for instance (Arrhenius, forthcoming). Since people on
average lead better lives than this, total utilitarianism with this zero
tends to be less anti-natalist than average utilitarianism. However, it
does not necessarily favour increasing population. Each new person
damages the wellbeing of existing people, through their emissions of
GHG, their other demands on Earth'’s limited resources, and the emis-
sions of their progeny. If the damage an average person does to others
in total exceeds their own wellbeing, total utilitarianism, like average
utilitarianism, favours population control as a means of mitigating cli-
mate change."

Each of the existing ethical theories about the value of population has
intuitively unattractive implications (Parfit, 1986). Average utilitarian-
ism is subject to particularly severe objections. Arrhenius (forthcoming)
crystallizes the problems of population ethics in the form of impos-
sibility theorems. So far, no consensus has emerged about the value of
population. Yet climate change policies are expected to affect the size
of the world's population, and different theories of value imply very
different conclusions about the value of these policies. This is a serious
difficulty for evaluating policies aimed at mitigating climate change,
which has largely been ignored in the literature (Broome, 2012).

3.5 Economics, rights,

and duties

Sections 3.2, 3.3 and 3.4 have outlined some of the ethical principles
that can guide decision making for climate change. The remainder of
this chapter is largely concerned with the concepts and methods of

12 Harford (1998) shows that an additional person causes damage from her own
emissions and the emissions of her children (and of their children, etc.). Kelly and
Kolstad (2001) examine this issue in the specific context of climate change.
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economics. They can be used to aggregate values at different times and
places, and weigh aggregate value for different policy actions. They can
also be used to draw information about value from the data provided
by prices and markets. Economics can measure diverse benefits and
harms, taking account of uncertainty, to arrive at overall judgements of
value. It also has much to contribute to the choice and design of policy
mechanisms, as Section 3.8 and later chapters show.

Valuations provided by economics can be used on a large scale: IAMs
can be used to simulate the evolution of the world's economy under
different climate regimes and determine an economically efficient
reduction in GHG emissions. On a smaller scale, economic methods of
CBA can be used in choosing between particular policies and technolo-
gies for mitigation.

Economics is much more than a method of valuation. For example,
it shows how decision making can be decentralized through market
mechanisms. This has important applications in policy instruments for
mitigation with potential for cost-effectiveness and efficiency (Chap-
ters 6 and 15). Economic analysis can also give guidance on how
policy mechanisms for international cooperation on mitigation can
be designed to overcome free-rider problems (Chapters 13 and 14).
However, the methods of economics are limited in what they can do.
They can be based on ethical principles, as Section 3.6 explains. But
they cannot take account of every ethical principle. They are suited
to measuring and aggregating the wellbeing of humans, but not to
taking account of justice and rights (with the exception of distribu-
tive justice—see below), or other values apart from human wellbeing.
Moreover, even in measuring and aggregating wellbeing, they depend
on certain specific ethical assumptions. This section describes the limits
of economic methods.

Because of their limitations, economic valuations are often not on their
own a good basis for decision making. They frequently need to be sup-
plemented by other ethical considerations. It may then be appropriate
to apply techniques of multi-criteria analysis (MCA), discussed in Sec-
tion 3.7.2.1 (Zeleny and Cochrane, 1982; Keeney and Raiffa, 1993; De
Montis et al., 2005).

3.5.1 Limits of economics in guiding decision

making

Economics can measure and aggregate human wellbeing, but Sections
3.2, 3.3 and 3.4 explain that wellbeing may be only one of several
criteria for choosing among alternative mitigation policies. Other ethi-
cal considerations are not reflected in economic valuations, and those
considerations may be extremely important for particular decisions
that have to be made. For example, some have contended that coun-
tries that have emitted a great deal of GHG in the past owe restitution
to countries that have been harmed by their emissions. If so, this is an
important consideration in determining how much finance rich coun-
tries should provide to poorer countries to help with their mitigation
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efforts. It suggests that economics alone cannot be used to determine
who should bear the burden of mitigation (also see Box 3.2).

What ethical considerations can economics cover satisfactorily? Since
the methods of economics are concerned with value, they do not take
account of justice and rights in general. However, distributive justice
can be accommodated within economics, because it can be under-
stood as a value: specifically the value of equality. The theory of fair-
ness within economics (Fleurbaey, 2008) is an account of distributive
justice. It assumes that the level of distributive justice within a soci-
ety is a function of the wellbeings of individuals, which means it can
be reflected in the aggregation of wellbeing. In particular, it may be
measured by the degree of inequality in wellbeing, using one of the
standard measures of inequality such as the Gini coefficient (Gini,
1912), as discussed in the previous section. The Atkinson measure of
inequality (Atkinson, 1970) is based on an additively separable SWF,
and is therefore particularly appropriate for representing the prioritar-
ian theory described in Section 3.4.6. Furthermore, distributive justice
can be reflected in weights incorporated into economic evaluations as
Section 3.6 explains.

Economics is not well suited to taking into account many other aspects
of justice, including compensatory justice. For example, a CBA might
not show the drowning of a Pacific island as a big loss, since the island
has few inhabitants and relatively little economic activity. It might con-
clude that more good would be done in total by allowing the island
to drown: the cost of the radical action that would be required to
save the island by mitigating climate change globally would be much
greater than the benefit of saving the island. This might be the correct
conclusion in terms of overall aggregation of costs and benefits. But
the island’s inhabitants might have a right not to have their homes
and livelihoods destroyed as a result of the GHG emissions of richer
nations far away. If that is so, their right may override the conclusions
of CBA. It may give those nations who emit GHG a duty to protect the
people who suffer from it, or at least to make restitution to them for
any harms they suffer.

Even in areas where the methods of economics can be applied in princi-
ple, they cannot be accepted without question (Jamieson, 1992; Sagoff,
2008). Particular simplifying assumptions are always required, as shown
throughout this chapter. These assumptions are not always accurate
or appropriate, and decision-makers need to keep in mind the result-
ing limitations of the economic analyses. For example, climate change
will shorten many people’s lives. This harm may in principle be included
within a CBA, but it remains highly contentious how that should be
done. Another problem is that, because economics can provide con-
crete, quantitative estimates of some but not all values, less quantifi-
able considerations may receive less attention than they deserve.

The extraordinary scope and scale of climate change raises particular
difficulties for economic methods (Stern, forthcoming). First, many of
the common methods of valuation in economics are best designed for
marginal changes, whereas some of the impacts of climate change and
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Box 3.2 | Who mitigates versus who pays?

To mitigate climate change, emissions of GHG will need to be
reduced to varying degrees worldwide. Economic analysis tells

us that, for the sake of cost-effectiveness, the greatest reductions
should be made where they can be made most cheaply. Ideally,
emissions should be reduced in each place to just the extent that
makes the marginal cost of further reductions the same every-
where. One way of achieving this result is to have a carbon price
that is uniform across the world; or it might be approximated by a
mix of policy instruments (see Section 3.8).

Since, for efficiency, mitigation should take place where it is
cheapest, emissions of GHG should be reduced in many develop-
ing countries, as well as in rich ones. However, it does not follow
that mitigation must be paid for by those developing countries;

efforts at mitigation are not marginal (Howarth and Norgaard, 1992).
Second, the very long time scale of climate change makes the discount
rate crucial at the same time as it makes it highly controversial (see
Section 3.6.2). Third, the scope of the problem means it encompasses
the world's extremes of wealth and poverty, so questions of distribu-
tion become especially important and especially difficult. Fourth, mea-
suring non-market values—such as the existence of species, natural
environments, or traditional ways of life of local societies—is fraught
with difficulty. Fifth, the uncertainty that surrounds climate change is
very great. It includes the likelihood of irreversible changes to societies
and to nature, and even a small chance of catastrophe. This degree of
uncertainty sets special problems for economics (Nelson, 2013).

3.6 Aggregation of costs

and benefits

3.6.1 Aggregating individual wellbeing

Policies that respond to climate change almost always have some good
and some bad effects; we say they have ‘benefits’ and ‘costs’. In choos-
ing a policy, we may treat one of the available options as a standard
of comparison—for instance, the status quo. Other options will have
costs and benefits relative to this standard. Most mitigation strategies
have costs in the present and yield benefits in the future. Policy-making
involves assessing the values of these benefits and costs and weigh-
ing them against each other. Chapter 6 contains an example in which
different mitigation strategies yielding different temporal allocations
of climate impacts are compared. The weighing of costs and benefits
need not be a precise process. Sections 3.2 and 3.4 explain that costs
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rich countries may pay for mitigation that takes place in poor
countries. Financial flows between countries make it possible to
separate the question of where mitigation should take place from
the question of who should pay for it. Because mitigating climate
change demands very large-scale action, if put in place these
transfers might become a significant factor in the international
distribution of wealth. Provided appropriate financial transfers

are made, the question of where mitigation should take place is
largely a matter for the economic theory of efficiency, tempered by
ethical considerations. But the distribution of wealth is a matter of
justice among countries, and a major issue in the politics of climate
change (Stanton, 2011). It is partly a matter of distributive justice,
which economics can take into account, but compensatory justice
may also be involved, which is an issue for ethics (Section 3.3).

and benefits may be values of very different sorts, which cannot be
precisely weighed against each other. They may also be very uncertain.

Nevertheless, the discipline of economics has developed methods for
measuring numerically values of one particular sort: human wellbeing.
In this section, we describe these methods; Section 3.5 explains their
serious limitations. Economists often use money as their unit of mea-
surement for values, but not always. In health economics, for example,
the unit of benefit for health care is often the ‘quality-adjusted life
year’ (QALY) (see Box 3.3). In economics, monetary measures of value
are used in cost-effectiveness analysis (see Weimer and Vining, 2010),
in estimating the social cost of carbon (see Section 3.9.4), in inter-tem-
poral optimization within IAMs (e.g., Stern, 2007; Nordhaus, 2008), in
CBA and elsewhere.

Generally the overall value of aggregate wellbeing needs to be mea-
sured, and not merely the wellbeing of each individual. A numerical
measure of overall wellbeing may be based on ethical analysis, through
a SWF of the sort introduced in Section 3.4. This basis of valuation is
described here. The literature contains a putative alternative basis built
on the ‘potential Pareto criterion’ (see Box 3.4), but this is subject to
severe objections (De Scitovszky, 1941; Gorman, 1955; Arrow, 1963,
Chapter 4; Boadway and Bruce, 1984; Blackorby and Donaldson, 1990).

We take as our point of departure the formulation of the SWF in Equa-
tion 3.4.2, which is based on assumptions described in Section 3.4.6.
To these we now add a further assumption that times are separable,
meaning that the distribution of wellbeing can be evaluated at each
time separately and its overall value is an aggregate of these separate
‘snap-shot’ values. A theorem of Gorman’s (1968) ensures that social
welfare then takes the fully additively separable form:

Equation 3.6.1 V=35,V,+3,V,+...+3;V;
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where each V, is the value of wellbeing at time t and is the total of the
values of individual wellbeings at that time. That is:

Equation3.6.2 V,=v(w,) +v(w,) +...+v(w,)

Each w,, is the temporal wellbeing of person i at time t. Each &, is a

"discount factor’, which shows how wellbeing at time t is valued rela-
tive to wellbeing at other times.

The assumption that times are separable has some unsatisfactory
consequences. First, it cannot give value to equality between people’s
lives taken as a whole, but only to equality at each particular time.
Second, Equation 3.6.1 is inconsistent with average utilitarianism, or
with valuing per capita temporal wellbeing at any time, whereas per
capita wellbeing is a common object of climate-change policy. Third,
Equation 3.6.1 makes no distinction between discounting within
a single person’s life and intergenerational discounting. Yet a case
can be made for treating these two sorts of discounting differently

Box 3.3 | The value of life

Climate change may shorten many people’s lives, and mitigat-
ing climate change may extend many people’s lives. Lives must
therefore be included in any CBA that is concerned with climate
change. The literature contains two different approaches to valu-
ing a person’s life. One is based on the length of time the person
gains if their life is saved, adjusted according to the quality of
their life during that time (QALY), an approach widely used to
value lives in health economics and public health. For assessing
the impact of climate on human health and longevity, the World
Health Organization uses the ‘disability-adjusted life year’ (DALY),
which is similar (Mathers et al., 2009; for DALYs see, Murray,
1994).

The other approach values the extension of a person’s life on the
basis of what they would be willing to pay for it. In practice, this
figure is usually derived from what the person would be willing
to pay for an increased chance of having an extended life. If, say,
a person is willing to pay $100 to reduce her chance of dying in a
road accident from 2 in 10,000 to 1 in 10,000, then her willing-
ness to pay (WTP) for extending her life is $100 x 10,000 = $1
million. AWTP measure of the value of life is widely used in envi-
ronmental economics (e.g., U.S. Environmental Protection Agency,
2010 Appendix B); it is often known as a ‘value of statistical life’
(Viscusi and Aldy, 2003).

The main differences between these approaches are:

1. Since WTP is measured in money, it is immediately compa-
rable with other values measured in money. QALYs need to be
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(Kaplow et al., 2010). Nevertheless, this assumption and the resulting
equation Equation 3.6.1 underlies the usual practice of economists
when making valuations. First they aggregate temporal wellbeing
across people at each time to determine a snapshot social value for
each time. Then all these values are aggregated across times. This sec-
tion and the next describe the usual practice based on these equa-
tions.” The second step—aggregation across time—is considered in
Section 3.6.1. The rest of this section considers the first step—aggre-
gation at time.

3 An alternative approach does not assume separability of times. First it determines
a lifetime wellbeing for each person in the way described in Section 3.4.5. For
instance, /s lifetime wellbeing might be a discounted total of her temporal wellbe-
ings. Then this approach aggregates across people using Equation 3.4.2. See
Fullerton and Rogers (1993), Murphy and Topel (2006) and Kaplow et al. (2010).

assigned a monetary value to make them comparable (Mason
et al., 2009).

2. The use of QALYs implies a theoretical assumption about the
value of extending a life—that it is proportional to the length
of the extension, adjusted for quality—whereas WTP methods
generally leave it entirely to the individual to set a value on
extending their own life (Broome, 1994).

3. Each measure implies a different basis for interpersonal
comparisons of value. When QALYs are aggregated across
people by addition, the implicit assumption is that a year of
healthy life has the same value for each person. When WTP is
aggregated across people by addition (without distributional
weights), the implicit assumption is that a dollar has the same
value for each person. Neither assumption is accurate, but for
comparisons involving very rich countries and very poor ones,
the former assumption seems nearer the truth (Broome, 2012,
Chapter 9).

The two approaches can converge. The text explains that distribu-
tional weights should be applied to monetary values before they
are aggregated, and this is true of WTP for extending life. If appro-
priate weights are applied, WTP becomes more nearly propor-
tional to QALYs. Indeed, if we adopt the assumption that a QALY
has the same value for each person, we may use it to give us a
basis for calculating distributional weights to apply to money val-
ues (Somanathan, 2006). For example, suppose WTP for a 30-year
extension to healthy life in the United States is USD 5 million, and
in India it is USD 250,000; then, on this assumption, USD 1 to an
Indian has the same social value as USD 20 to an American.
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3.6.1.1 Monetary values

Climate policies affect the wellbeing of individuals by changing their
environment and their individual consumption. The first step in a prac-
tical economic valuation is to assign a monetary value to the costs and
benefits that come to each person at each time from the change. This
value may be either the amount of money the person is willing to pay
for the change, or the amount they are willing to accept as compensa-
tion for it. If the change is a marginal increase or decrease in the per-

son’s consumption of a marketed commodity, it will be equal to the
price of the commodity.

The effect of a change on the person’s wellbeing is the monetary value
of the change multiplied by the rate at which money contributes to the
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person’s wellbeing. This rate is the marginal benefit of money or mar-
ginal utility of money to the person. It is generally assumed to dimin-

ish with increasing income (Marshall, 1890; Dalton, 1920; Pigou, 1932,
p. 89; Atkinson, 1970).

The effects of the change on each person’s wellbeing at each time must
next be aggregated across people to determine the effect on social
value. Equation 3.6.2 shows how each person’s wellbeing contributes
to social value through the value function v(). The change in wellbeing
must therefore be multiplied by the marginal social value of wellbeing,
which is the first derivative of this function. It is an ethical parameter.
According to utilitarianism, that marginal social value is constant and

the same for everyone; according to prioritarianism, it diminishes with
increasing wellbeing.

Box 3.4 | Optimality versus Pareto improvement in climate change

The assessment of a change normally requires benefits to be
weighed against costs. An exception is a change — known as a
‘Pareto improvement’ — that benefits some people without harm-
ing anyone. Climate change provides one possible example. GHG
is an externality: a person whose activities emit GHG does not
bear the full cost of their activities; some of the costs are borne
by those who are harmed by the emissions. Consequently, climate
change causes Pareto inefficiency, which means that a Pareto
improvement would in principle be possible. Indeed it would be
possible to remove the inefficiency in a way that requires no sac-
rifice by anyone in any generation, compared to business-as-usual
(BAU). To achieve this result, the present generation must real-
locate investment towards projects that reduce emissions of GHG,
while maintaining its own consumption. Because it maintains
its own consumption, the present generation makes no sacrifice.
Because it reduces its conventional investment, this generation
bequeaths less conventional capital to future generations. Other
things being equal, this reallocation would make future genera-
tions less well off, but the reduction in emissions will more than

compensate them for that loss (Stern, forthcoming; Foley, 2009;
Rezai et al., 2011).

It is commonly assumed that climate change calls for sacrifices by
the present generation for the sake of future generations. Figure
3.2 illustrates why. The possibility frontier shows what combina-
tions of consumption are possible for present and future genera-
tions. Because of the externality, Business-as-usual lies below this
frontier. The frontier can be reached by a Pareto improvement.
Contours of two different SWFs are shown: one SWF places more
value than the other on future consumption relative to present
consumption. The two contours reflect in a purely illustrative
way SWFs that are implicit in Stern (2007) and Nordhaus (2008)
respectively. The point where a contour touches the possibility

frontier is the social optimum according to that function. Neither
optimum is a Pareto improvement on business-as-usual. Although
the inefficiency could be removed without any sacrifices, the best
outcomes described by both Stern and Nordhaus do require a
sacrifice by the present generation.

From an international rather than an intergenerational perspec-
tive, it is also true on the same grounds that the inefficiency of
climate change can be removed without any nation making a
sacrifice (Posner and Weisbach, 2010). But it does not follow that
this would be the best outcome.
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Figure 3.2 | lllustrating optimality versus Pareto improvement in climate change.
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In sum, the effect of a change in social value at a particular time is
calculated by aggregating the monetary value of the change to each
person, weighted by the social marginal value of money to the person,
which is the product of the marginal benefit of money to that per-
son and the marginal social value of their wellbeing (Fleurbaey, 2009).
Since the marginal benefit of money is generally assumed to dimin-
ish with increasing income, the marginal social value of money can be
assumed to do the same.

Many practical CBAs value costs and benefits according to aggregated
monetary values without any weighting. The implicit assumption is that
the marginal social value of money is the same for each person. The
consequence of omitting weights is particularly marked when applying
CBA to climate change, where extreme differences in wealth between
rich and poor countries need to be taken into account. An example
appeared in the Second Assessment Report of the IPCC (1995), where
it considered the value of human life. The report showed that the effect
of ignoring weighting factors would be to assign perhaps twenty times
more value to an American life than to an Indian life. (See also Box 3.3).
Even within a single country, weighting makes a big difference. Dréze
(1998) examined the benefits of reducing pollution in Delhi and con-
trasts New Delhi, which is relatively rich, with Delhi, which is relatively
poorer. If the criterion is reducing pollution for the greatest number
of people, then projects in Delhi will be favoured; whereas projects in
New Delhi will be favoured if the criterion is unweighted net benefits.

Another example of a monetary measure of value that does not incor-
porate distributional weights is Gross Domestic Product (GDP). To
evaluate changes by their effect on GDP is, once again, to assume that
the value of a dollar to a rich person is the same as its value to a poor
person (Schneider et al., 2000).

It is sometimes assumed that CBA is conducted against the back-
ground of efficient markets and an optimal redistributive taxation
system, so that the distribution of income can be taken as ideal from
society’s point of view. If that were true, it might reduce the need for
distributional weights. But this is not an acceptable assumption for
most projects aimed at climate change. Credit and risk-sharing mar-
kets are imperfect at the world level, global coordination is limited by
agency problems, information is asymmetric, and no supra-national tax
authority can reduce worldwide inequalities. Furthermore, intergen-
erational transfers are difficult. In any case, the power of taxation to
redistribute income is limited because redistributive taxes create inef-
ficiency (Mirrlees, 1971). Even optimal taxation would therefore not
remove the need for distributional weights. Thus, the assumption that
incomes are (second-best) optimally redistributed does not neutralize
the argument for welfare weights in aggregating costs and benefits.

The need for weights makes valuation more complicated in practice.
The data available for costs and benefits is generally aggregated across
people, rather than separated for particular individuals. This means that
weights cannot be applied directly to individuals’ costs and benefits, as
they ideally should be. This difficulty can be overcome by applying suit-
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ably calculated weights to the prices of commodities, calculated on the
basis of income distribution of